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Preface

Dear Participants and Colleagues,

Welcome to the 24rd JOBIM edition, that is for the first time implemented in a multi-site configuration.
This achievement would not have been possible without the tremendous efforts and dedication of the orga-
nizing committee, who did an impressive work to ensure a great conference experience. We would like to
warmly thank them and the local committees of Nancy, Nice, Pointe-à-Pitre, Plouzané and Tours sites for
their enthusiasm and commitment to making this conference a success.

This edition regroups more than 350 participants among which many submitted a communication. We
extend our thanks to the whole program committee for their invaluable contribution in the selection process,
which led to the selection of 24 oral communications, 122 posters (including 17 selected for flash talks).
We also acknowledge all the authors for their valuable contributions and congratulate those whose work
was selected for presentation.

Additionally, the program committee also selected 2 mini-symposium and 4 keynotes. Mini-symposiums
are dedicated to multi-omics integration in Nice and Metagenomics in Pointe-à-Pitre. They will be broad-
cast across all JOBIM sites and remotely.

We are particularly honored to host four esteemed keynote speakers: Allison Ballandras-Colas, Anaı̈s
Baudot, Carl Herrmann, and Rayan Chikhi. Their insights and expertise have added immense value to the
conference and have provided a unique perspective on the latest advancements in our field. We are grateful
to each of them for accepting our invitation and for their enlightening presentations.

We would like to acknowledge the support of our institutional partners, namely the IFB, GdR GE, GdR
BIM and SFBI. Their support and partnership have been instrumental in making this conference possible,
and we are truly grateful for their continuous commitment to fostering scientific collaboration and advance-
ment.

Finally, we would like to thank everyone involved in making the JOBIM conference a warm place for
fruitful exchanges around computational biology.

Enjoy the proceedings, and we look forward to your continued participation and engagement in future
editions of JOBIM.

Matthias Zytnicki & Delphine Potier
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Noël Cyril IFREMER Plouzané
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(platform) [Boudet, Matéo] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

FlashTalk 1 139
Compositional biases promoting self-assembly establish a link between the genome- and the cell-

spatial self-organization [Lapendry, Audrey] . . . . . . . . . . . . . . . . . . . . . . . . . 140
DLScaff : Deep Learning and Hi-C data for chimeric contigs detection [Mergez, Alexis] . . . . 141
Exploring the Potential of a Biomimetic Fibronectin Motif to Interact with Type I Collagen for

Tissue Regeneration: In Silico and Experimental Analyses [Eid, Jad] . . . . . . . . . . . . 142
Genes encoding teleost orthologs of human signal transduction proteins remain in duplicate or in

triplicate more frequently than the whole genome [Picolo, Floriane] . . . . . . . . . . . . 144
Handling confounding factors in analyzing the transcriptomic data from Chornobyl tree frogs

[Goujon, Elen] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
THEMA: Identification of molecular mechanisms by which Tumor HEterogeneity influences dis-

ease outcome: high-dimension Mediation Analysis to link causes and consequences [Pit-
tion, Florence] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

Recent introduction of Angiostrongylus cantonensis and its intermediate host Achatina fulica in
Guadeloupe evidenced by phylogenetic analyses [Gamiette, Gélixa] . . . . . . . . . . . . 148

End of the beginning: telomeres are only at one side of the chromosomes in the nematode
Meloidogyne incognita [Robbe-Sermesant, Karine] . . . . . . . . . . . . . . . . . . . . . 149

CellFromSpace: A versatile tool for spatial transcriptomic data analysis through reference-free
deconvolution and guided cell type/activity annotation [Thuilliez, Corentin] . . . . . . . . 150

Spatial methods for the analysis of genetic data [Guivarch, Maël] . . . . . . . . . . . . . . . . . 151
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pedigree simulations [Lefeuvre, Maël] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
L’impact des outils d’assemblage sur le typage des pathogènes bactériens [Merda, Déborah] . . 155
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Retroviruses are RNA viruses that retrotranscribe their genome into double-stranded DNA and then insert it 

into the DNA of the infected cell. This stage, called integration, marks the point of no return in the retroviral 

cycle, and is catalyzed by the retroviral integrase protein. Thus, the human immunodeficiency virus (HIV) 
integrase protein, belonging to the lentivirus genus of the Retroviridae family, is an important therapeutic 

target. 

In this retrospective, I present cryo-EM structures of integrase proteins from different genus of retroviruses, 

and how such structures provide a better understanding of the molecular mechanism of retroviral integration, 

and of the inhibition by molecules used in anti-HIV therapy. 
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Recent technological advances and the growing availability of biomedical datasets offer unprecedented 

opportunities to better understand human diseases. However, translating the sheer volume and heterogeneity 

of these data into meaningful insights require proper computational strategies. In this talk, I will present 
different network-based approaches for the integration of heterogeneous datasets.  I will describe multilayer 

networks that incorporate different sources of biomedical interactions, as well as associated network 

exploration algorithms. I will illustrate the application of these different algorithms in the context of the 

analysis of rare genetic diseases, which raise various challenges: many patients are undiagnosed, phenotypes 

can be highly heterogeneous, and only a few treatments exist. 
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This talk will put a spotlight on a gap that currently exists between the conventional way genomic 

sequencing data is analyzed, using single machines, clusters, standard workflows, etc.. and recent cutting-edge 

big data analyses using cloud resources. Mainstream genomic projects generally jointly analyze a handful, up 
to hundreds, or maybe even thousands, of whole-genome sequencing datasets. Many efforts have been carried 

by biologists and computer scientists to optimize methods, software tools, and pipelines, to reach that goal and 

maximize the potential for new discoveries. However, we will soon be faced with analyses that will require to 

tackle millions of complete genomes, and neither our current methods nor computational systems are not ready 

for that scale. 

In 2020, in the midst of the Covid crisis, I took part in a consortium that performed one of the largest 

bioinformatics analyses to date. We performed petabase-scale alignment and assembly of all RNA-sequencing 

data and discovered new coronavirus species, as well as an order of magnitude more RNA virus species than 

previously known. This particular project will not be the focus of the talk, but, using the experience gained 

from this large-scale analysis I will give a few tricks and perspectives on what future genomics analyses could 

look like. We will talk about accessing big genomic resources efficiently, and consider the use-case of rapid 

sequence alignment. 
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Deep-learning approaches are increasingly being adopted in biomedical application such as image analysis 

or genomics, in particular single-cell genomics. These methods have numerous advantages, such as capturing 

signal at different scale and modeling complex non-linear behavior. However, the prize to pay is a loss in 
interpretability of the models. Hence, an increasing effort is driven towards building explainable AI models in 

biomedecine, in which the impact of input features to model performance can be extracted or which are 

intrinsically intrinsically interpretable. We will review the challenges of building interpretable AI models, and 

present several recent approaches to map prior biological information to deep-learning models with 

applications in genomics. 
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Free-living amoebae (FLA) are ubiquitous protists found is soil and freshwater, mainly feeding on bacteria. 

They are also well-known reservoirs and vectors for the transmission of amoeba-resistant bacteria (ARB), most 

of which are pathogenic to humans. Yet, the natural microbiome of wild amoebae remains largely unknown 

and the effects of amoeba identity and environmental factors on bacterial microbiome composition unexplored.  

Monocultures of Naegleria australiensis, Naegleria KDN1, Paravahlkampfia ustiana and Vermamoeba 

vermiformis isolated from recreational waters in Guadeloupe were passaged with or without different food 

sources (E. coli, yeast, fetal calf serum and water) during successive replication cycles. The whole bacterial 

microbiome of the recreational baths and the amoebae was characterized using 16S rRNA metabarcoding. The 

culturable subset of amoebae-associated bacteria was analyzed by mass spectrometry (MALDI-TOF MS) and 

disk diffusion method to assess bacterial antibiotic resistance. Transmission electron microscopy allowed to 

locate the bacteria inside the amoebae cysts. 
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Guadeloupe, a French overseas territory located in the Caribbean, is a very high resource country according 

to the Human Development Index in 2013 (http://hdr.undp.org/). Also called "The island of beautiful waters" 

because of the many rivers and waterfalls that border the southern part of the island, Guadeloupe is confronted 
with the pollution of surface water and groundwater. This water pollution can result from the influx of chemical 

and biological factors from local treatment plants as well as industrial and agricultural effluents 

(http://www.comite-de-bassin-guadeloupe.fr/gestion_sources- contamination.php). Contaminated waterways 

are known spreaders of antibiotic resistance. Studies have shown that humans can be exposed to potentially 

pathogenic and antibiotic-resistant strains of enterobacteriaceae including Escherichia coli (E. coli) during 

recreational activities around the world (Leonard et al., 2018; Fernandes et al. , 2017). On the island, bathing 

sites are identified and are subject to periodic health checks carried out by the Pasteur Institute of Guadeloupe 

(IPG) mandated by the Regional Health Agency (ARS) of Guadeloupe. In 2020, 145 bathing sites were subject 

to health monitoring, i.e. 1,465 samples. These data showed that 267 samples had an Escherichia coli rate 

greater than 100 MPN per 100 mL, indicating potential exposure to faecal coliforms that may be resistant to 

antibiotics. A previous study by Guyomard et al confirmed the presence of these resistant germs in the rivers 

of Guadeloupe. 

Thus the main objective of this study is to estimate the proportion of bathing areas with ESBL Escherichia 

coli and to quantify their rate in the recreational waters of Guadeloupe. Secondary objectives are to use whole 

genome sequencing to identify the genetic background of susceptible and resistant isolates of E. coli collected 

from bathing waters, to conceptualize a method for collecting biofilms at river level and to study the 

microbiome and the resistome present in bathing waters on a subset of water samples from recreational aquatic 

areas. 
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Mosquito microbiota and development could be influenced by the presence of bacteria and nutriments in 

the rearing water. Here, we studied the influence of four diets, commonly used in laboratory, on Aedes aegypti 

microbiota and fitness in both laboratory and field water conditions.  Furthermore, we evaluated if these diets 

could modulate the transmission of dengue virus by this vector. 
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Aedes aegypti immature stages develop in breeding sites where they ingest a wide variety of 

microorganisms, including bacteria. Here, we evaluated how the bacteria from breeding sites shape the 

microbiota of larvae and adults Ae. aegypti, as well as their impact on the transmission of some flaviviruses 

by this mosquito. 
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Dengue virus is the most common arbovirus worldwide especially in tropical and subtropical areas. 

Antibiotics are still widely used around the world. During a bite, Aedes aegypti can ingest blood containing 

antibiotics. What could be the impact on the microbiota and the transmission of dengue virus by the mosquito? 
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High-throughput sequencing, molecular biology and bioinformatics tools have contributed to the 

understanding of viral ecology. Nevertheless, amplification techniques and de novo assembly both introduce 

chimeras in the resulting contigs and bias the detected viral diversity particularly when “best-hit” (taxonomic 

assignment with the best BLAST score) is applied to BLAST outputs. Although methods were developed to 

deal with datasets that include chimeric sequences, few were adapted to viral shotgun metagenomics. Here, 

we propose a new tool, called “d-chimer”, which uses homology search via BLAST to perform taxonomic 

assignment and identify viruses in chimeric sequences. This approach has two main features: it enables more 

than one gene/organism to be kept per contig after homology search and it searches for uncovered zones 

recursively. Two de novo assembled virome datasets, from bird feces and rodent organs were analyzed with d-

chimer and the commonly implemented “best-hit” approach. Compared to the “best-hit” approach, d-chimer 

succeeded in assigning 38.57% and 20.09% more viral fragments for bird and rodent raw outputs, respectively. 

Applying more stringent filtering on these BLAST hits, d-chimer still showed 19.34% and 12.46% more viral 

sequences, demonstrating a significant gain compared to the “best-hit” approach. The gain in the number of 

viral sequences obtained using d-chimer also impacts the viral diversity, with a significant increase in richness 

at the species (over 78% for bird and 50% for rodent datasets), genera (over 75% for bird and 46% for rodent 

datasets) and family (over 20% for bird dataset) levels. d-chimer proves to be efficient in the taxonomic 

assignment of shotgun viromes with chimeric sequences and may enable the exploration of rare viral 

sequences, and possibly, rare viral species. 
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Microorganisms form complex communities of interacting organisms sustaining key services across various 

ecosystems. Within us, human gut microbial communities are composed of essential core commensal bacteria 

that have a fundamental impact on our physiology, immune system, and health. In the ocean, marine plankton 

form the base of the food web, which sustain biogeochemical cycles, and help regulate climate. Understanding 

the mechanisms controlling microbiome assembly and sustaining their activities is a major challenge in 

microbial ecology. Though global meta-omics surveys are starting to reveal ecological drivers underlying 

microbiome community structures, it is unclear how community-scale species interactions are constrained, and 

how they are linked to ecosystem health. While multi-omics experimental approaches are becoming common 

practice, new integrative approaches need to be developed to enable the multi-scale characterisation of 

microbiomes. To go beyond statistical models, genome-resolved community networks enable to model and 

predict metabolic cross-feedings within prokaryotic assemblages. These mechanistic models allow to predict 

potential interactions within predicted communities and pinpoint specific metabolic cross-feedings shaping 

microbial communities. Integrating ecological and metabolic models provide a useful framework to assess 

community structure and organismal interactions, to reveal important mechanisms shaping natural microbial 

communities. The integrative analysis of heterogeneous multi-omics datasets generally allows to acquire 

additional insights and generate novel hypotheses about biological systems. 
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Microorganisms form complex communities of interacting organisms sustaining key services across various 

ecosystems. Within us, human gut microbial communities are composed of essential core commensal bacteria 

that have a fundamental impact on our physiology, immune system, and health. In the ocean, marine plankton 

form the base of the food web, which sustain biogeochemical cycles, and help regulate climate. Understanding 

the mechanisms controlling microbiome assembly and sustaining their activities is a major challenge in 

microbial ecology. Though global meta-omics surveys are starting to reveal ecological drivers underlying 

microbiome community structures, it is unclear how community-scale species interactions are constrained, and 

how they are linked to ecosystem health. While multi-omics experimental approaches are becoming common 

practice, new integrative approaches need to be developed to enable the multi-scale characterisation of 

microbiomes. To go beyond statistical models, genome-resolved community networks enable to model and 

predict metabolic cross-feedings within prokaryotic assemblages. These mechanistic models allow to predict 

potential interactions within predicted communities and pinpoint specific metabolic cross-feedings shaping 

microbial communities. Integrating ecological and metabolic models provide a useful framework to assess 

community structure and organismal interactions, to reveal important mechanisms shaping natural microbial 

communities. The integrative analysis of heterogeneous multi-omics datasets generally allows to acquire 

additional insights and generate novel hypotheses about biological systems. 
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Because of its critical part in life functions and its remarkable complexity, the brain is a sanctuary organ, 

which hinders its observation and study. Brain MRI offers a window into the living and functioning brain and 

provides various valuable intermediate phenotypes (endophenotypes) to study in relation to genomic data. To 
study the genetic roots of language in humans, we extracted various language-related endophenotypes and 

tested them for associations with SNPs in the largest imaging-genetic cohort in the general population, 

UKBiobank. In neuro-oncology, The Cancer Genome Atlas provides multi-omic data in Low-Grade Glioma 

(LGG), allowing us to analyze them jointly to predict survival better. We used the Sparse Canonical Correlation 

Analysis (SGCCA) framework, adding a graph constraint to get interpretable models regarding biological 

pathways. To study Alzheimer’s disease, we leveraged the same methodology with the graph constraint applied 

to genotype data to relate neuroimaging features to genetic biomarkers and predict disease conversion. 
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The substantial development of high-throughput biotechnologies has rendered large-scale multi-omics 

datasets increasingly available. New challenges have emerged to process and integrate this large volume of 

information, often obtained from widely heterogeneous sources. In this presentation, I will make a brief review 

of popular data integration methods and then focus on kernel methods and why they are usually well suited to 

this task. 
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The Martini Database (MAD): a web service to facilitate molecular simulations
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Abstract  Coarse-grained (CG) models,  such as the Martini force field, have emerged as a
solution  for  reducing  computational  costs  while  capturing  important  aspects  of  molecular
behavior. The Martini Database (MAD) (https://mad.ibcp.fr/) is a web service that simplifies the
process of preparing CG simulations with Martini forcefield by providing verified and validated
representations of various CG molecules, as well as tools for converting all-atom structures to
CG representations and setting up large biological systems in a simulation box. Additionally, the
new Polymer Editor tool helps scientists design new polymers or modify existing molecules.
MAD's features can be accessed programmatically through an API, enabling automation and
integration with other tools and systems.

Keywords website, database, structural bioinformatic, coarse-grained, molecular dynamics

1 Introduction

Molecular dynamics (MD) simulation is a powerful computational  tool  used to study the behavior of
molecules over time, allowing us to see the impossible with conventional experimental methods. However,
the computational cost of simulating forces and motions in every single atom can be prohibitive, particularly
for large systems or long simulation times.  To address this challenge, coarse-grained (CG) models have
emerged as an attractive solution. One of the most popular CG models is the Martini force field [1], which
uses a  two  to  four-to-one  mapping  to  group  non-hydrogen  atoms  into  larger  entities  called  "beads,"
significantly reducing computational costs while still capturing important aspects of molecular behavior. 

The Martini force field has undergone several updates over the years, and the community of users continues
to grow. The Martini Database [2] (MAD) is a web service dedicated to sharing structures and topologies of
molecules parameterized with the Martini CG force field. It  also provides useful tools for submitting or
retrieving CG representations of a wide range of molecules, transforming all-atom protein structures into CG
structures  and topologies,  and   assembling  biomolecules  into  large  systems.  In  the  futur,  generating  or
editing  polymers,  and  also  modifying  existing  molecules,  including  polymeric  post-translational
modification in proteins,  will  be avaible  in MADs. With these features,  MAD simplifies the process of
preparing CG simulations and enables users to dive into the Martini coarse-grained world with ease.

2 Overview of the website

2.1 Database content and access 

This web service provides an open database designed to
contain verified and validated representations of various CG
molecules. Any registered user can submit a new CG model,
which undergoes a curation process by Martini developers.
Each entry in the database corresponds to a molecule and its
corresponding CG files (topology and coordinate files) and
force field version. Users can search and browse the database
by force field,  creation method,  and biochemical  category.
Each  molecule  has  a  description  page  with  general
information, interactive molecular view, details, and version
tracking. Screenshot of the molecule description section 

in MAD
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An  API  is  also  available  for  programmatically  accessing  molecules  in  the  database,  allowing  users  to
download different  types  of  files  for  molecule  representation  and retrieve  force  field  information.  This
feature enables automation and integration with other tools and systems. Third-party developers can use the
data and functionality of the Martini Database to build new applications.

2.2 Molecule builder

Converting an all-atom representation to a CG representation is one of the most challenging problems for
new users of the CG model.  To address this  issue,  we designed a MAD feature based on the program
martinize2 [3]. This feature allows users to generate CG representations (structures and topologies) from all-
atom  structures.  The  conversion  process  is  fully
automated, but advanced users can adjust a wide range of
parameters  through  a  control  panel.  The  tool  also
provides a viewer for all-atom and CG representation and
an  option  to  edit  output  structures.  The  tool  supports
various versions of the Martini force field. It allows for
the interactive edition of distance restraints and terminal
protein  modifications  to  improve  protein  stability  and
accuracy during molecular dynamics simulations.  Once
the CG molecule is generated, it is automatically saved to
the user's history. 

2.3 System Builder

This feature powered by Insane [4], allows users to set up large macromolecular systems in a simulation box.
It  enables  combining  different  structures,  such  as  models  from  the  MAD  Database,  user-uploaded
topology/structure files, and CG molecules from the user's private stash. It can produce different types of
systems, such as phospholipid bilayers, any molecule present in MAD in a water solution or embedded in a
lipid bilayer.  The System Builder  provides  advanced controls  and a view of  the computed system with
visualization options. The representation of the computed system can then be downloaded.

2.4 Future update: Polymer Editor

One challenge for  molecular  dynamics  scientists  is  designing new
polymers or modifying existing molecules, especially for those without
strong computing skills. Our impending  feature : Polymer Editor ; can
help generate new polymer through a graphical interface, as opposed to
using command line interfaces or complex file formats. The interface
allows users to add small molecules and connect them to generate new
polymers or import a molecule and link it to a polymer. The Polymer
Editor tool is powered by Polyply [5] and provides a database of small
biomolecules such as amino acids, sugars, and more, which can be used
to create or modify molecules. 
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Introduction RNA molecules intervene in all major cellular processes. Their functions are strongly
related to their three-dimensional structures. These structures are composed of a rigid skeleton, a set
of canonical interactions called the secondary structure. On top of the skeleton, the nucleotides form
an intricate network of interactions that are not captured by present thermodynamic models [1]. This
network has been shown to be composed of modular motifs, that are linked to function, and have been
leveraged for better prediction and design [2, 3]. A peculiar subclass of structural motifs are those
connecting RNA regions far away in the secondary structure. They are crucial to predict since they
determine the global shape of the molecule, therefore important for the function. Among them, the
A-minor motif is particularly difficult to predict. Present in many families of non-coding RNAs, this
motif has been shown to be important in the spatial folding of RNA molecules, as well as in cellular
mechanisms such as codon-anticodon recognition during translation [4].

Purpose and method Our study focuses on the type I/II A-minor motif. It investigates the im-
portance of the structural context in the formation of this motif. Several kinds of structural contexts
are considered: the 3D substructure around a motif, called 3D context, and the set of canonical and
non canonical interactions in the context, called topological context. Our purpose is to determine what
kind of information, contained in the structural context, can be useful to characterize and predict the
presence and the position of type I/II A-minor motifs.

In a first step, we develop an automated method to classify A-minor motif occurrences according to
their 3D context similarities, and then to characterize them. In a second step, we model the topological
context of A-minor motif occurrences and of their classes by graphs, and use it to study the possibility
of predicting the presence of A-minor motifs by assuming that the 3D context is not known, but we
only know the topological context and possibly sequence information.

Results Our approach leads to two main results: Firstly, we uncover new subclasses of A-minor
motif occurrences according to their local 3D similarities. The majority of classes are composed of
homologous occurrences, but some of them are composed of non-homologous occurrences, which could
suggest an evolutive convergence. Secondly, we show that, for some A-minor motifs, the topology
combined with a sequence signal is sufficient to predict their presence and their position. In most
other cases, these signals are not sufficient for predicting the A-minor motif, however we show that
they are good signals for this purpose.
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[2] G. Chojnowski, T. Waleń, and J. M. Bujnicki. RNA Bricks—a database of RNA 3D motifs and their
interactions. Nucleic acids research, 42(D1):D123–D131, 2014.

[3] C. Oliver, V. Mallet, R. Sarrazin-Gendron, V. Reinharz, W. L. Hamilton, N. Moitessier, and J. Waldispühl.
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Databases contain millions of protein sequences, while the three-dimensional (3D) structures of proteins 
are much more difficult to obtain experimentally. For more than 30 years, different computational 
approaches have been implemented to propose 3D structural models of proteins from their amino acid 
sequence, i.e. homology / comparative modelling, threading, ab initio, de novo approaches, and meta-servers. 

At the CASP13 competition (2018), DeepMind company presented its new Deep Learning approach 
named AlphaFold. It won the Free Modelling category, i.e. the prediction of novel protein folds, whereas 
template-Based Modelling category, i.e. protein folds already found in the Protein Data Bank, was won by 
Zhang’s group. Two years later, AlphaFold version 2 [1] obtained particularly remarkable results at CASP14; 
some models were within the uncertainties of the experimental resolution, an impressive result. This 
improvement combined the delicate use of evolution, contacts within proteins, and large GPU computing 
power with a particularly complex and elegant architecture. AlphaFold 2 was since a hot topic, leading to a 
revolution in protein structural model building and opening new opportunities. Three points can be noticed 
(i) the code is on GitHub, (ii) different online notebooks are easy to use (e.g. CollabFold), and (iii) EBI 
provides structural model databases [2]. 98.5% of the human proteome is proposed with 36% the models are 
considered to be of atomistic quality, i.e. excellent for drug design and molecular dynamics. 

The work carried out here does not consist of a new questioning of AlphaFold’s result but provided a 
general view of its qualities. The human protein models provided by AlphaFold [2] were analysed using its 
confidence index (pLDDT score), with classic secondary structure and finer analysis of local protein 
conformation, e.g. γ-turns, β-turns and bends, β-turn types, PolyProline II, helix curvatures, β-bulges, and 
also a structural alphabet, namely Protein Blocks (PB) [3].  

The results are, as expected, particularly coherent with our current knowledge of AlphaFold’s result [4]. 
For instance, the large majority of α-helices are well predicted with high pLDDT scores. However, some 
points can be discussed which could potentially lead to improvements in the future: (i) PolyProline II (PPII) 
helices are too often encountered with a low confidence index. PPII represent 4-5% of all residues and are 
important in protein-protein interactions, it could so be an issue to be poorly approximated. (ii) In a very 
surprising way, while β-turns (turns of 4 residues) are well predicted, 55% of γ-turns (turns of 3 residues) 
have very low pLDDT scores. (iii) Even more strikingly, 94.8% of cis ω angles associated with low pLDDT 
scores, i.e. AlphaFold is clearly unable to propose proper cis ω angles. (iv) In an unexpected way, β-sheet 
occurrence is lower than expected, but the occurrence of PB d (it corresponds to the geometry of β-sheet 
core) is completely in accordance with the expected frequencies. Also, there are potentially β-sheets that 
were not founded until the end, which would explain this low frequency. 
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In the tumor microenvironment, tumor-associated macrophages are known to play a critical role in the survival 
and chemoresistance of cancer cells. In the case of chronic lymphocytic leukemia (CLL), these tumor-associ-
ated macrophages are called Nurse-Like Cells (NLCs) and reside mainly in the lymph nodes, where they are 
able to protect leukemic B cells (B-CLL) from spontaneous apoptosis and contribute to their chemoresistance, 
hindering the efficacy of immunotherapy in many patients. NLCs are differentiated from monocytes through 
cytokines signaling and physical contact with the cancer cells [1], however, the precise mechanisms by which 
B-CLL cells influence this differentiation are still unknown. We used an in vitro model of leukemia, in which 
we can closely follow the production of NLCs from monocytes in the presence of leukemic B cells from CLL 
patients. Building on experimental observations of cancer cells in these cultures of patients' blood, we propose 
here a two-dimensional agent-based model simulating the monocyte-to-macrophage differentiation and inter-
cellular interactions in the spatial context of this in vitro co-culture of monocytes and cancer B-CLL cells.  

Using our time-course measurements of B-CLL cell viability and concentration to optimize the model param-
eters, we were able to reproduce the experimentally observed average dynamics. However, given the extreme 
variability between patients, we also opted for patient-specific parameter optimizations, identifying 2 distinct 
patient classes, which might correspond to protective and non-protective NLCs. We show that this unsuper-
vised classification is consistent with experimental evidence, displaying a majority of M2 markers in the case 
of the protective NLCs, and a majority of M1 markers in the case of the non-protective NLCs [2]. The level of 
protective anti-apoptotic signals, that are known to be provided by NLCs to the cancer cells [1], appear to also 
be important to differentiate between protective and non-protective NLCs, in agreement with the fact that 
protective NLCs secrete more anti-apoptotic signals than non-protective ones. Finally, parameter sensitivity 
analysis and differences in parameter distributions between the 2 patient classes suggest a fundamental role of 
phagocytosis efficiencies from macrophages and NLCs, their sensing distances of dead and apoptotic cells and 
the movement probability of apoptotic cells to ensure the long-term survival of cancer cells in this in vitro CLL 
model. These findings suggest that monitoring and potentially modulating phagocytosis could play a role in 
the control of TAM formation in vitro, in CLL lymph nodes or even in solid tumors [3]. 
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Richter syndrome (RS) is the onset of a dismal diffuse large B-cell lymphoma (DLBCL) subtype that 

exemplifies aggressiveness and chemoresistance occurring in the context of indolent chronic lymphocytic 

leukemia (CLL). In this study we characterize a large series of human RS samples [1] by genome-wide DNA 

methylation and whole-transcriptome profiling from a multi-omics setup including additional copy number 

alterations, exome and proteome data. We comprehensively compare them to i) the paired CLL component, 

i.e. samples acquired before the aggressive transformation in the same patients, ii) a broad CLL reference group 

[2] and iii) de novo DLBCLs of different cell-of-origin (COO) and molecular classification. 

Recent genomic studies combining DNA and RNA sequencing extended DLBCL subtyping beyond COO, 

identifying subgroups defined by their genomic alteration patterns and associated clinical courses, but a notable 

proportion remains unclassified [3]. Distinguishing between CLL-derived RS and de novo DLBCL in a 

diagnostic setting based on histology and immunochemistry alone is challenging. Most RS cases arise from 

the preceding CLL clone, while the remainder are in fact independent de novo DLBCLs, a dichotomy of 

importance for treatment decisions. Indeed, de novo DLBCLs are chemosensitive in most patients, whereas 

CLL-derived RS are chemoresistant, with a median overall survival of around 12 months. 

Adjusting for the lack of appropriate human or animal models to study RS, our integrative approach provides 

insights into its epigenomic architecture, corroborates two evolutionary groups of RS [4] and unravels a CLL 

epigenetic imprint in clonally related samples. Thus removing the need for the initial CLL tumor DNA, a 

significant improvement since CLL stage is often undiagnosed and/or corresponding samples unavailable. We 

also define two novel classifiers: a methylation-based predictor to detect a stable CLL “memory” over disease 

evolution, and a gene-expression-based scoring method outlining a novel DLBCL subgroup from public 

datasets harboring this CLL-derived RS epigenetic imprint. Applying both classifiers to omics data from 

landmark studies uncovers a subset of “RS-type” DLBCL enriched in cases with a specific COO signature, 

unclassified or undetected by other genomic classifiers, and with the same unfavorable prognosis as RS. These 

findings directly translate prognostication of de novo DLBLCs, the most common human B-cell lymphoma, 

and associate them linearly with overall and progression-free survival, independently of known clinical factors 

and biological covariates. 
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Abstract Bacterial populations can adapt quickly to environmental challenges by genome 

modifications. These can be endogenous, such as mutations, or exogenous, such as horizontal 

gene transfer. Antibiotic resistance is a perfect example of this process, as it can arise in both 

ways. However, epidemiological data reveal that certain bacterial lineages are more susceptible 

to acquiring antibiotic resistance via point mutations than others. This suggests that adaptation, 

even in core genes, requires appropriate genetic backgrounds. Yet, bacterial genetic backgrounds 

change rapidly due to horizontal gene transfer and gene loss, and it is challenging to ascertain 

the evolutionary processes leading to antibiotic resistance. In this study, we used a likelihood 

framework to infer the correlated evolutionary events leading to antibiotic resistance in 1600 

Escherichia coli genomes. We inferred the chronologies of past events to test if specific genes 

were consistently acquired through horizontal transfer before the acquisition of point mutations 

in core genes that led to quinolone resistance. We found numerous distinct groups of genes in 

genetic linkage that were statistically more frequently acquired or lost prior to the acquisition of 

quinolone resistance. These findings suggest that bacterial lineages followed different but parallel 

evolutionary paths that led to antibiotic resistance.  Hence, horizontal gene transfer enables the 

emergence of genetic backgrounds that favor subsequent phenotypic evolution by point mutations 

in core genes. 

Keywords antibiotics resistance, evolutionary trajectories, epistasis interactions, horizontal gene 

transfer, genetic background 

1. Introduction 

Bacterial populations adapt rapidly to challenges such as bacteriophage predation, antibiotic therapy, or 

environmental perturbations. This process is facilitated by endogenous genome modifications such as 

mutations or deletions and by genetic exchanges with other bacteria. Since the genome is made of thousands 

of genes linked by complex regulatory interactions and encoding proteins with multiple physical interactions, 

these modifications may be costly. The trade-off between the benefits and the costs of the novel variants 

determines the outcome of natural selection of novel variants. Many studies have started to unravel how the 

acquisition of novel functions by horizontal gene transfer (HGT) depends on the existing genetic background 

[1, 2]. The role of epistatic interactions between the genetic background and genes acquired horizontally in 

shaping the probability of fixation of transfers is important because bacterial gene repertoires vary rapidly by 

HGT. For example, less than half of the average Escherichia coli genome corresponds to genes present in more 

than 99% of the strains (core genome). The large genomic variation caused by HGT means that genetic 

backgrounds can be very different within a species. Hence, HGT may be affected by the genetic background, 

but the evolutionary trajectories of conserved genes such as those of the core genome may also be affected by 

previous changes in gene repertoires by HGT. The existence of the latter epistatic interactions has been little 

studied.  

 

Antibiotic resistance in human pathogens (and commensals) is an example of the ability of bacteria to adapt 

to novel challenges by a mixture of HGT and mutational processes. Bacteria can modify the target of the 
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antibiotic by mutation, inactivate the antibiotic by acquisition of appropriate enzymes by HGT, or diminish its 

cellular concentration using efflux pumps. These mechanisms may pre-exist in the genome or be acquired by 

mutation or HGT [3]. Epistatic interactions at the level of single genes were shown to shape the emergence of 

antibiotic resistance [4]. They constrain the acquisition of resistance by favoring certain mutational paths that 

result in intermediate steps with lower-than-average fitness costs and higher than average resistance. Much 

less is known on how antibiotic resistance is shaped by the bacterial genetic background. In a seminal study, 

the fitness cost of chromosomal resistance to several antibiotics acquired by point mutations was in negative 

epistatic association with the presence of conjugative plasmids in more than half of the tested combinations 

[5]. Hence, interactions between genes acquired by HGT and chromosomal mutations may be important. Given 

the differences in terms of genetic backgrounds across a bacterial species, caused by rampant HGT, epistatic 

interactions may contribute to explain why certain lineages are often much more likely to be antibiotic resistant 

than others [6, 7].  

 

Here, we wished to know if the changes in the genetic background potentiated by HGT could have an impact 

on the fixation of subsequent mutations in the core genes that result in antibiotic resistance. We focused on the 

mutations conferring resistance to quinolones because these are well known and occur in core essential genes. 
Quinolones stabilize the breaks made in the DNA by the gyrase or topoisomerase, and the resulting complex 

inhibits DNA synthesis [8]. The mechanisms that provide highest resistance to quinolones have been 

characterized in detail and involve mutations in target proteins. We searched for these mutations in a large 

datasets of E. coli genomes that consists of 1268 complete E. coli from NCBI RefSeq and it is usually presumed 

that it contains many clinical strains. This allowed to assess the prevalence of these mutations and the order of 

their acquisition. Having this information, we used phylogenetic methods to identify if there are genes acquired 

by HGT at earlier stages that influence the acquisition and fixation of quinolone mutations in the species. The 

goal of our work was not just to identify genome-wide associations between the mutations and other genes, 

we aimed to identify genes acquired unmistakably before the resistance mutations. This way, we can establish 

chronologies between the acquisition of genes and the acquisition of antibiotic resistance. Studying these 

chronologies will improve our global understanding of the evolution of antibiotic resistance and allow us to 

identify the emerging threats of antibiotic resistance. 

2. Materials & Methods 

2.1 Genome data, pangenome, core-genome and phylogeny  

We analyzed 21 086 complete genomes retrieved from NCBI RefSeq representing 6 124 species of Bacteria 

(http://ftp.ncbi.nih.gov/genomes/refseq/bacteria/), in March 2021. From these bacteria, we retrieved 1 585 

genomes that were identified as E. coli. The genomes were analyzed for assembly quality using their L90 value 

and for genetic distance to using MASH [9]. We removed from further analysis strains because they had a L90 

superior to 100 or because they were too divergent (MASH distance > 6%) or too similar (MASH distance 

<0.0001) to other strains. This resulted in a dataset of 1 268 completely sequenced and assembled E. coli 

genomes. Furthermore, the pangenomes and core-genomes of the 1 268 E. coli were computed using 

PanACoTA v.1.3.1 [10]. Briefly, the pangenome was constructed using MMseqs2 (protein identity >80%) and 

consist of 78653 families. From this pangenome, the core-genome was retrieved. It consists of 2393 gene 

families present in exactly 1 copy in at least 99.0% of all genomes. In the remaining 1% genomes, there can 

be 0, 1 or several members of the gene family. 

Phylogeny was reconstructed based on the concatenated DNA alignments of the core genes. The 

phylogenetic analyses were performed using IQ-TREE [11] with the ultra-fast bootstrap option (-bb 1000 

bootstraps) and with the best fitting model estimated using ModelFinder Plus (-MPF). The best model was 

GTR+F+I+G4 according to the BIC criterion. Trees were rooted using the midpoint function from the phangorn 

packages (v.2.5.5) for R.  

2.3 Detection of quinolone resistance conferring mutations 

Point mutations leading to quinolone resistance in E. coli are found in the DNA gyrase and the DNA 

topoisomerase IV genes, i.e., in gyrA, gyrB, parC and parE [8]. We retrieved the sequences of these gene from 

the proteome of each dataset using blastp and aligned them using the MAFFT (with -auto parameters). The 

alignments were parsed using Biopython [12]. We looked for point mutations leading to quinolone resistance, 
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at each expected position (accounting for gaps) using the comprehensive list provided by Hopkins et al. [8] for 

E. coli. 

2.4 Inference of ancestral gene repertoires  

We counted the number of occurrences of each family of the pan-genome in all genomes. This was used to 

build a gene content occurrence matrix in all the taxa (leaves of the phylogenetic trees). From this occurrence 

matrix, we inferred the ancestral state (presence or absence) of each gene family at every internal node of the 

phylogenetic trees with PastML v1.9.33 [13]. We used the JOINT method with default parameters, this method 

reconstructs the states of the scenario with the highest likelihood. From the ancestral state matrix computed by 

PastML, we inferred the gene gains and losses for all the branches of the tree by subtracting the gene content 

of the child node to the gene content of the parent node. 

2.5 Trajectories of acquisition of mutations  

We build the history of the quinolone resistance mutations acquisition. In this case, we built a 

presence/absence matrix of each type of mutation in each genome. Ancestral states for each mutation were 

inferred the same way as described in the previous section. To observe the distinct chronologies of the mutation 

acquisition, every path leading to a leaf containing at least one quinolone resistance mutation was extracted 

using the ape package v5.3 for R. Paths were then traversed from the root to the first acquisition of mutation 

conferring quinolone resistance (as inferred by pastML). This was considered as the first mutation acquired on 

this path. All paths arising from this first mutation were then traversed from this event of acquisition to the 

next event on the path and this recursively until the last event of acquisition on each path. This way, we only 

consider the number of events in the tree, not the number of taxa affected by them. Hence, for a given series 

of changes, it will produce just as much signal whether it is at the root of a large clonal lineage or leading to a 

single genome. Therefore, it was not necessary to trim the tree of clonal lineages, as they do not bias the results 

This resulted in a collection of paths corresponding to every single sequence of mutation acquisition. We 

summed every identical chronology and summarized them in a graph. 

2.6 Detection of epistatic interactions 

Epistasis in the acquisition of quinolone resistance was investigated by testing for independence between 

the events of acquisition of this resistance and the gain or loss of each gene family of the pangenome (see 

section above). We carried out this analysis using the program Evo-Scope [14] which compares the number of 

occurrences of an event E1 (e.g. acquisition of resistance) following an event E0 (e.g. gain of a certain gene) 

on a tree to the expected number under a null model of uniform rates on the tree [15]. Once we identified joint 

evolution between pairs of events, we inferred the type and strength of correlated evolution between them. The 

interactions were classified according to 3 different scenarios to determine which of the trait influenced the 

occurrence of the other one.   

-Scenario of independence: The occurrence of event E0 does not change the occurrence rate of E1. 

-Scenario of asymmetric induction: The occurrence of event E0 increase the occurrence rate of event E1. 

-Scenario of reciprocal induction: Event E0 enhance the occurrence rate of event E1 and, reciprocally, 

event E1 enhance the rate of occurrence of event E0.  

The multiple scenarios can contain from two to eight parameters and describe the interrelationship between 

the occurrence of two events on the tree. The parameters are divided into natural occurrence rates and excited 

occurrence rates for each of the trait. The ratio λ between the excited occurrence rates and the natural 

occurrence rates defines the induction. If λ > 1⁠, the induction is positive (i.e., the occurrence of the event E1 is 

increased after the event E0⁠) whereas it is negative when λ < 1⁠. 

2.7 Constructing groups of genes in genetic linkage 

Pangenome families consistently acquired before the resistance to quinolone were clustered. First, 

pangenome families were clustered in groups if they were consistently co-acquired or co-lost in the same 

branch or node of the tree. This was assessed using the Epics module of the program Evo-Scope with the 

parameter -I. Thus, the program compares the number of occurrences of an event E1 at the same branch or 
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node as the occurrence of an event E0 to the expected number under a null model of uniform rates on the tree. 

This way, we identified pairs of events consistently occurring together. Pairs of events identified that way were 

then clustered by single-linkage using the agglomerative clustering algorithm from scikit-learn v1.2.2 

(parameters: affinity='precomputed', linkage='single'). 

The precedent groups were then split in relation to their localization in the genome. For every pair of gene 

families in a cluster of co-acquisition, we computed the median distance between the genes in the genome 

(when they co-occurred). These values were then used to cluster the gene families by average-linkage using 

the agglomerative clustering algorithm from scikit-learn v1.2.2  (parameters: affinity='precomputed', 

distance_threshold=30, linkage='average', n_clusters=None). 

3. Results 

3.1 Frequency of the mutations providing resistance to quinolones 

We extracted from the proteome of the 1268 E. coli the sequences of the gyrA, gyrB, parC and parE genes, 

which are also called the quinolone-resistance determining regions (QRDR). We screened these regions for 39 

different quinolone resistance conferring mutations obtained from the literature [8].  

Mutations had very different prevalence with some that were remarkably frequent. The most common 

mutations were found in the gyrA and parC genes. For instance, the gyrA_S83L mutation which confers high 

resistance at a significant fitness cost is present in 34% of the strains. The two other most frequent mutations, 

the parC_S80I and the gyrA_D87N mutations were both present in more than 26% and 24% of the strains, 

respectively.  

3.2 Chronologies of acquisition of the mutations 

The phylogenetic analysis shows a strong co-occurrence of the different mutations conferring quinolone 

resistance with the combination of the gyrA_S83L-parC_S80I-gyrA_D87N being the most frequent. The 

combination of these three mutations is known to confer a high level of resistance with a limited fitness cost 

[16, 17], and it is widely distributed in our dataset (23.4% of the strains). Indeed, these three mutations co-

occurred much more frequently together than separately.  

If mutations typically accumulate and some combination are more frequent then others, one might expect 

that epistatic processes are at play. It is then possible that the accumulation of substitutions providing resistance 

follow typical chronologies. We inferred the chronology of acquisition of the five most common mutations in 

our dataset on the phylogenetic tree of the specie. In this analysis, we did not consider the reverse mutations 

for the sake of clarity (they are very rare). We identified 41 occurrences of lineages acquiring only the 

gyrAS83L mutation. Some of these mutations then gave rise to the triple resistant strain. The other most 

frequent trajectory was the one going from the fully sensitive combination to the triple resistant (29 

occurrences). The third most common combination of mutations (gyrAS83L, parCS80I, gyrAD87N, 

parEI529L and parCE84V) only occurred once from a step-wise event of acquisition of gyrAS83L and 

parEI529L, followed by the acquisition of the other three mutations (Figure 1). Altogether, this suggests that 

the mutation gyrAS83L is the first one fixed in most lineages. It also suggests that all remaining mutations are 

then acquired very quickly, such that they are inferred to occur jointly in a single branch of the phylogenetic 

tree. 
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Figure 1: Trajectories of acquisition of the main resistance mutations in E. coli. The blue areas represent 

the number of distinct mutations in genomes. The size of the square scales with the number of genomes 

observed (leaves of the tree). The edges represent the chronologies of acquisition of one or several mutations 

as inferred from the reconstruction of ancestral states on the tree. The edge size is proportional to the frequency 

of the respective transition, with the labels showing this exact number. 

3.3 Clusters of genes gained and lost before the acquisition of the resistance 

To enquiry on how the dynamics of gene repertoires may favor the acquisition of resistance to quinolones 

by point mutations in the core genes targeted by the antibiotics, we searched for genes that were frequently 

gained or lost before the emergence of these mutations. Since most mutations co-occurred, we defined taxa as 

resistant when they had at least one resistance mutation. We then reconstructed the ancestral states for the 

resistance, i.e. we inferred the branch where the resistance was acquired. We used a similar procedure to 

identify the branches in the tree where each family of the pangenome was lost or gained. We then used EvoScop 

[14] to compare the chronology of gains and losses of every family in the pan-genome with the acquisition of 

the resistance to the antibiotic and identify the significant chronologies, i.e. when one event is consistently 

followed by another event (in this case the second being the acquisition of resistance). This method identified 

183 gene gains and 26 gene losses occurring consistently before the acquisition of the resistance (p<10-5 after 

correction for multiple tests).  
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Genes acquired by HGT before the emergence of resistance were probably grouped in large mobile genetic 

elements or at least in fragments of DNA with more than one gene. If one of these genes is biologically 

associated with the emergence of resistance, other genes under strong genetic linkage, e.g. entering the genome 

in the same horizontal transfer event, may also be identified as significantly associated with emergence of 

resistance. To control for the effect of genetic linkage, we developed a two-step clustering method. First, we 

clustered the 209 genes identified by EvoScop that tend to be co-acquired or co-lost in the same node or branch. 

Second, we sub-divided these clusters using information on genomic co-localization to group genes that tend 

to be neighbors (see Methods). This led to the identification of 26 clusters of genes and 34 singletons (i.e., 

isolated genes) (Figure 2)  

 

Figure 2: Cluster of genes consistently acquired or lost prior the acquisition of the quinolone resistance. 

The center figure represents the different clusters according to their size. Clusters with known functions or 

encoded by a specific mobile genetic element type were named accordingly. Others were given Roman 

numbers. Clusters are represented according to their location on prophage, plasmid or chromosome (top right), 

to their influence on the acquisition of the quinolone resistance (top right), to the nature of the event (bottom 

left) and to the function they encode (top left). 

 

To verify that the clustering is producing homogeneous groups, we analyzed if genes inside the same cluster: 

(1) occur on plasmids, in chromosomal regions annotated as prophage or in other chromosomal regions. (2) 

have the same influence on the acquisition of the quinolone resistance. (3) if they correspond to gene loss or 

gene gain. 

(1) Except for one cluster that was a found in both plasmid and chromosome, clusters were made exclusively 

of either plasmid, prophage genes or none. Eighteen clusters, including the largest were in prophages. 5 clusters 

were on plasmids including the second largest, while many of the singletons were integrated on the 

chromosome (sometimes in prophages). Hence, many of the genes that seem to accelerate the acquisition of 

resistance to quinolones were acquired with mobile genetic elements, such as phages or plasmids. (Figure 2, 

top right) 
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(2) Influence on the acquisition rate of the resistance is assessed by the lambda values given by Evoscop 

(see methods). These values were not used for the clustering but are expected to be similar among genes under 

strong genetic linkage. Indeed, genes in clusters had homogeneous lambda values (levene Test: 5.71e-06, MSE 

(mean square of the error) =0.591, one-way ANOVA ***)), meaning that genes within the same cluster have a 

similar impact on the acquisition rate of the quinolone resistance. Out of the 60 clusters, the majority (49) 

promote the acquisition of the resistance, while only 11 clusters reduce it (Figure 2, bottom right) 

(3) Genes under a strong genetic linkage are expected to be more likely gained or lost together. All the 

clusters were exclusively made of loss or gain of genes. Out of the 60 clusters, the majority (41) correspond to 

gene gains and 19 correspond to gene loss. Bacteria need to acquire all the genes involved in a metabolism to 

be able to express it. However, the loss of only few genes is sufficient to disrupt the activity of entire pathways. 

In our analysis, groups corresponding to gains of genes tend to be bigger than the ones corresponding to losses 

(Mann–Whitney Test: pvalue=0.0108) (Figure 2, bottom left) 

4. Conclusion 

In this work, we inferred the chronology of acquisition of the mutation conferring resistance to quinolone. 

We found that mutations were acquired in a preferential order suggesting the existence of epistatic interactions 

between the mutations. We then searched for events of gain or loss of genes prior the acquisition of point 

mutation conferring resistance to the quinolone. We found numerous groups of genes in genetic linkage that 

were consistently acquired or lost prior to the acquisition of the quinolone resistance. Additionally, these groups 

were phylogenetically distinct, yet they encoded recurrent biological functions and were encoded by different 

mobile genetic elements. Taken together, these findings suggest that these bacterial lineages followed different 

but parallel evolutionary paths that led to antibiotic resistance, which was favored by the pre-acquisition of 

certain genes by HGT.  
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ABSTRACT Guadeloupe (French West Indies), a Caribbean island, is an ideal place to
study the reservoirs of the Klebsiella pneumoniae species complex (KpSC) and identify
the routes of transmission between human and nonhuman sources due to its insularity,
small population size, and small area. Here, we report an analysis of 590 biological sam-
ples, 546 KpSC isolates, and 331 genome sequences collected between January 2018
and May 2019. The KpSC appears to be common whatever the source. Extended-spec-
trum-b-lactamase (ESBL)-producing isolates (21.4%) belonged to K. pneumoniae sensu
stricto (phylogroup Kp1), and all but one were recovered from the hospital setting. The
distribution of species and phylogroups across the different niches was clearly nonran-
dom, with a distinct separation of Kp1 and Klebsiella variicola (Kp3). The most frequent
sequence types (STs) ($5 isolates) were previously recognized as high-risk multidrug-re-
sistant (MDR) clones, namely, ST17, ST307, ST11, ST147, ST152, and ST45. Only 8 out of
the 63 STs (12.7%) associated with human isolates were also found in nonhuman sour-
ces. A total of 22 KpSC isolates were defined as hypervirulent: 15 associated with human
infections (9.8% of all human isolates), 4 (8.9%) associated with dogs, and 3 (15%) associ-
ated with pigs. Most of the human isolates (33.3%) belonged to the globally successful
sublineage CG23-I. ST86 was the only clone shared by a human and a nonhuman (dog)
source. Our work shows the limited transmission of KpSC isolates between human and
nonhuman sources and points to the hospital setting as a cornerstone of the spread of
MDR clones and antibiotic resistance genes.

IMPORTANCE In this study, we characterized the presence and genomic features of
isolates of the Klebsiella pneumoniae species complex (KpSC) from human and non-
human sources in Guadeloupe (French West Indies) in order to identify the reservoirs
and routes of transmission. This is the first study in an island environment, an ideal
setting that limits the contribution of external imports. Our data showed the limited
transmission of KpSC isolates between the different compartments. In contrast, we
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identified the hospital setting as the epicenter of antibiotic resistance due to the
nosocomial spread of successful multidrug-resistant (MDR) K. pneumoniae clones and
antibiotic resistance genes. Ecological barriers and/or limited exposure may restrict
spread from the hospital setting to other reservoirs and vice versa. These results
highlight the need for control strategies focused on health care centers, using
genomic surveillance to limit the spread, particularly of high-risk clones, of this im-
portant group of MDR pathogens.

KEYWORDS Klebsiella pneumoniae, One Health, ESBL, genomic, Caribbean

K lebsiella pneumoniae is currently recognized as an increasing threat to public health
due to the emergence and spread of multidrug-resistant (MDR) isolates associated

with hospital outbreaks. Recently, the WHO released a global priority list of antibiotic-resist-
ant bacteria requiring new control strategies, including carbapenem-resistant K. pneumo-
niae (CRKP) and extended-spectrum-b-lactamase (ESBL)-producing K. pneumoniae (Kp-
ESBL) isolates. ESBL and carbapenemase genes are located on mobile genetic elements
and are frequently associated with genes encoding resistance to many other classes of
antimicrobial agents, leading to bacteria that are difficult to treat. In Europe, it was esti-
mated that 84,535 cases of infections with CRKP and Kp-ESBL bacteria occurred in 2015
and that these infections accounted for 5,805 attributable deaths (1). Estimations of the
burden of MDR K. pneumoniae infections are lacking worldwide, but MDR rates are increas-
ing globally. For example, in Senegal, K. pneumoniae isolates were the most common bac-
teria associated with neonatal bloodstream infections, of which 85% were ESBL producers
(2). K. pneumoniae is also responsible for more severe invasive community-acquired infec-
tions, often in healthy individuals, including pyogenic liver abscess, pneumonia, and men-
ingitis (3). Infections are caused by hypervirulent K. pneumoniae (HvKp) isolates, which
belong to particular clonal groups (CGs). In the past, antimicrobial resistance (AMR) genes
and virulence genes were present in specific nonoverlapping genomic lineages, but the
frontiers are now blurring, resulting in the emergence of MDR and hypervirulent pheno-
types in single K. pneumoniae isolates (4).

Phylogenetic studies have revealed that the former K. pneumoniae species is a geneti-
cally heterogeneous group. It has been redefined as the Klebsiella pneumoniae species
complex (KpSC), a group of five closely related species distributed into seven phylogroups
(Kp1 to Kp7): K. pneumoniae sensu stricto (phylogroup Kp1), K. quasipneumoniae subsp.
quasipneumoniae (Kp2), K. quasipneumoniae subsp. similipneumoniae (Kp4), K. variicola
subsp. variicola (Kp3), K. variicola subsp. tropica (Kp5), K. quasivariicola (Kp6), and K. africana
(Kp7) (5). In this report, for simplicity, KpSC refers to the K. pneumoniae species complex,
including the five species/seven phylogroups, and K. pneumoniae refers to K. pneumoniae
sensu stricto (phylogroup Kp1).

In addition to their importance as human pathogens, members of the KpSC can be
found in a wide range of ecological niches, such as soil, water, plants, insects, birds, reptiles,
and the gut of many mammals (6). However, the prevalence and characteristics of KpSC
isolates in these different niches are poorly known due to the lack of large dedicated
research efforts. Despite the urgent public health threat now represented by the KpSC,
knowledge of the dynamics of the transmission of this bacterial complex from environ-
mental and animal reservoirs to humans using a broad ecological approach with whole-ge-
nome sequencing (WGS) is also scarce (7–11).

Guadeloupe, a tropical French overseas territory located in the Caribbean, is consid-
ered a very high-resource territory (https://hdr.undp.org). Data on the KpSC are scarce
and recent for this island. An unusually high prevalence of HvKp (24%) was observed
in adults admitted to the intensive care units of two university hospitals in Guadeloupe
and Martinique (another French Caribbean territory) for spontaneous community-
acquired bacterial meningitis (12). Guadeloupe also faced the emergence of hospital-
acquired carbapenemase-producing K. pneumoniae infections (13) and an increased
incidence of nosocomial Kp-ESBL infections (14, 15). Guadeloupe is an ideal place to
study the reservoirs of KpSC isolates and identify the routes of transmission to the
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human population due to its insularity, small area (1,436 km2), and small population
size (395,700 inhabitants in 2019). The primary objectives of our study were to deter-
mine the genomic features of a collection of isolated nonhuman K. pneumoniae strains
regardless of the putative antibiotic resistance phenotype and to compare them with
contemporaneous clinical isolates in order to define the reservoirs of clinical isolates
and whether recent transmissions of this pathogen can be detected. The secondary
objectives were to determine (i) the prevalence of KpSC members from different sour-
ces and (ii) their antibiotic susceptibility patterns.

RESULTS
KpSC isolates, phylogenetic diversity, and AMR. For healthy food-producing ani-

mals, a total of 199 fecal samples from 124 pigs and 75 beef cattle were collected from
28 farms and the slaughterhouse (34 additional farms). The prevalences of KpSC iso-
lates were 52.0% in bovines (39/75) and 24.2% in pigs (30/124). KpSC isolates were
recovered from all nine poultry farms investigated (11 isolates).

For pets, a single rectal swab was taken from 149 dogs and 73 cats from the main ani-
mal shelter of Guadeloupe (n = 15) and 7 veterinary clinics (n = 170). For the identification
of risk factors for the fecal carriage of ESBL-producing KpSC, 37 pets were eliminated
because they displayed clinical signs of diarrhea and/or received antibiotic treatment in
the previous month. Most of the pets were seen for vaccination (n = 79; 42.7%), surgery
(n = 33; 17.8%), a preventive health visit (n = 28; 15.1%), or skin and soft tissue infection
(n = 13; 7.0%). The rates of fecal carriage of KpSC were 27.4% (20/73) among cats and
49.0% (73/149) among dogs.

Dogs (P = 0.013), compared to cats, were significantly associated with KpSC fecal
carriage (see Table S1 in the supplemental material).

Considering the environment, totals of 85 locally produced fresh vegetables
(n = 45), flowering plants (n = 18), fruits (n = 11 [tomatoes only]), and aromatic herbs
(n = 1 [thyme]) were collected. The prevalences of KpSC isolates were 90.1% (40/44) in
vegetables, 66.6% (12/18) in flowering plants, and 36.4% (4/11) in fruits (tomatoes).
The only aromatic herb tested was positive (thyme). Of the 44 raw water samples
tested from 29 catchment points, KpSC isolates were detected in 15 samples (34.1%).
Totals of 54 soil samples and 21 water samples from rivers or natural ponds located in
proximity were investigated at 21 sites located throughout Guadeloupe. The frequen-
cies of detection were 25.9% (14/54) and 33.3% (7/21), respectively. We did not find
any significant association between the presence of KpSC isolates and the level of
anthropic pressure (P = 0.795).

A total of 279 contemporaneous human KpSC isolates were recovered. These bacte-
ria were isolated mainly from urine (n = 137; 49.1%), blood (n = 65; 23.3%), and wounds
(n = 62; 22.2%). Six were associated with community liver abscess (10.5% of all commu-
nity isolates), and 2 were associated with meningitis (3.5%). Of the 222 (79.6%) isolates
associated with nosocomial infections, most of them were collected from patients hos-
pitalized in medical wards (n = 110; 49.6%), intensive care units (n = 82; 36.9%), and
emergency units (n = 62; 27.9%).

Low levels of resistance to antibiotics were observed for KpSC isolates whatever the
source, except for those associated with hospital-acquired infections, which displayed
significantly higher rates of resistance rates, whatever the antibiotic tested (P , 0.027).
Full details of resistance to antibiotics according to the source are available in Table S2.
All isolates with decreased phenotypic susceptibility to ertapenem were observed in
the hospital setting (n = 10), 3 of which displayed carbapenemase genes (2 blaKPC-2 and
1 blaNDM-1). Kp-ESBL isolates (21.4%; 117/546) were associated with hospital-acquired
infections only, except for 1 isolate recovered from the feces of one cat. The latter iso-
late also displayed resistance to fluoroquinolones. Resistance to this major family of
antibiotics was not found in any isolate from other animals or the environment. All iso-
lates collected from the environment were assigned a wild-type resistance phenotype,
except for one isolate from a vegetable and two from soil (resistance to amoxicillin-
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clavulanic acid). Globally, the wild-type resistance phenotype corresponded to more
than 80% of the isolates detected, except for the hospital setting, where this wild-type
phenotype represented 31.8% (Table S2).

Phylogroup typing was performed by real-time PCR (RT-PCR) for all isolates except
those recovered from the hospital setting, where;50% were tested. The 433 KpSC iso-
lates investigated were assigned to K. pneumoniae (Kp1 [n = 245; 56.6%], Kp2 [n = 62;
14.3%], Kp3 or Kp5 [n = 81; 18.7%], and Kp4 [n = 45; 10.4%]) (Fig. 1 and Table S3).
Although the distribution of species and phylogroups across the various sources was
clearly nonrandom, each phylogroup was isolated from all sources. A high prevalence
of Kp1 and a low prevalence of Kp3 or Kp5 were observed in isolates associated with
humans, domestic animals, pigs, and poultry, whereas the opposite relative frequen-
cies of these groups were observed for vegetables, soil/rivers/natural ponds, catch-
ment water, and bovines (Fig. 1 and Table S3). Kp4 was observed mainly in soil (n = 7;
50.0%), and Kp2 was observed mainly in food-producing animals (27.3% in poultry,
33.3% in bovines, and 36.7% in pigs) and on vegetables (45.2%). No significant differ-
ence was observed when comparing isolates from human and companion animals
(P = 0.092), those from hospital and community settings (P = 0.09), and those from
bovines and the environment (P = 0.79).

Isolate genomic diversity. WGS was performed on a total of 331 isolates corre-
sponding to a random selection of 66% of those collected from animals and the envi-
ronment and on 55% of isolates associated with human infections. A full description of
the isolates is displayed in Data Set S1 in the supplemental material. Phylogenetic anal-
ysis (Fig. 2) was performed to determine the frequencies of Kp1 (n = 196; 59.2%), Kp2
(n = 44; 13.3%), Kp3 (n = 50; 15.1%), and Kp4 (n = 41; 12.3%). Assignments were 100%
concordant with the phylogrouping results for 433 isolates (see above).

High genetic diversity was found in all sources. A total of 218 sequence types (STs)
were identified, with 163 being represented by a single isolate. Nineteen out of 218 STs
were high-risk STs (90 isolates; 27.2% of the total), 17 of which were associated with MDR
and 2 of which were associated with hypervirulence (ST23 and ST86) (Table 1). All STs rep-
resented by 5 or more isolates belonged to previously recognized successful clones. The
most frequent STs were high-risk MDR clones, namely, ST17 (n = 16; 4.8%), ST307 (n = 12;
3.6%), ST11 (n = 11; 3.3%), ST147 (n = 9; 2.7%), ST152 (n = 8; 2.4%), and ST45 (n = 7; 2.1%).
Most of them were human hospital-acquired Kp-ESBL isolates (47/63; 74.6%).

FIG 1 Species and phylogroup distributions of 433 isolates of the K. pneumoniae species complex collected in
Guadeloupe (French West Indies), according to source. Species were defined by real-time PCR.
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Only eight STs (five belonged to K. pneumoniae, and three belonged to Kp3) were
shared between nonhuman and human isolates, with six being strictly shared with
pets: three high-risk MDR clones (ST17, ST37, and ST45), one high-risk hypervirulent
clone (ST86), and four minor clones (ST2551, ST3600, ST4174, and ST5685). The fre-
quency of STs from clinical isolates also detected in nonhuman samples was 12.7% (8/
63). The two isolates assigned to ST45 were common to humans and dogs. They were
almost identical (,10 core-genome multilocus sequence typing [cgMLST] allelic mis-
matches) and were isolated at 1-month intervals (Fig. 3 and Table S4). It should be
noted that an ESBL gene (blaCTX-M-15) was recovered only in the human isolate. The
other shared isolates were genetically more distant. Within the hospital setting, we
observed the spread of closely related isolates (,10 single nucleotide polymorphisms
[SNPs]) belonging to the four main STs (ST11, ST17, ST45, and ST307) during the 24-
month period in different units of the hospital (Fig. 3 and Table S4). For the 4 main STs,
isolates from Guadeloupe and those from other Caribbean islands (16) were not
directly related based on their genomic sequences (Table S4).

AMR genes and plasmids. In agreement with the phenotypic antibiotic susceptibil-
ity patterns, a few isolates (7.9%; 14/178) with a gene(s) or mutation(s) conferring re-
sistance to antimicrobials were recovered outside the human sources (see Table S5 in

FIG 2 Phylogenetic tree of 331 isolates of the K. pneumoniae species complex from Guadeloupe (French West Indies). A maximum likelihood tree was
constructed using RAxML based on the core-genome alignment and drawn with iTOL. Leaves are colored according to the phylogroup (Kp1, Kp2, Kp3, and
Kp4), and annotation tracks are displayed as follows: source (human/animal/environment), nosocomial/community origin, ESBL production, and
hypervirulence.
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the supplemental material). Out of the 331 isolates investigated, 258 (77.9%) were clas-
sified into category 0 (low level of resistance). All of the remaining isolates (resistance
scores of 1, 2, and 3 [n = 73]) belonged to Kp1 and were isolated mostly from humans
(n = 69; 94.5%) and the hospital setting (n = 64; 87.7%). All isolates carrying an ESBL
gene (n = 61; 18.4%) were recovered from human isolates associated with nosocomial
infections, except for one collected from a cat, in agreement with the results of pheno-
typic antibiotic susceptibility testing. The ESBL genes were blaCTX-M-15 (n = 59) and
blaSHV-12 (n = 3). One nosocomial isolate displayed blaCTX-M-15 and blaSHV-12. With regard
to STs including $5 isolates, ST17 (15/16), ST147 (7/9), ST152 (5/8), and ST307 (12/12)
had high absolute rates of 3rd-generation cephalosporin resistance (3GCR) of over
78%. MDR high-risk clones were associated with a high number of resistance genes,
with 11 out of these 13 STs displaying a mean of 6 or more genes.

Two of the three carbapenemase-producing K. pneumoniae isolates were sequenced
(Kp018 and Kp020); both harbored a blaKPC-2 gene, in agreement with PCR typing results
(17). They were isolated in the hospital setting. These two isolates were closely related (25
cgMLST allelic mismatches, assigned to the common health care-associated clone ST258).
They were classified into the highest-resistance category, harboring the carbapenemase
gene blaKPC-2 and an alteration of the mgrB gene through total (Kp018) or partial (Kp020)
deletion, known to confer colistin resistance. They were resistant to colistin (MIC. 4 mg/L).
There was no other mechanism of colistin resistance detected in the other isolates, includ-
ing the acquisition of themcr gene.

Plasmid replicons were found in 67.3% (103/153) of human isolates, 67.8% (38/56) of iso-
lates from pets, 48.3% (29/60) of isolates from food-producing animals, and 45.2% (28/62)
of environmental isolates. IncFII (10.6%), IncFIA(HI1) (10.6%), ColRNAI (11.2%), IncR (53.0%),
and IncFIB(K) (55.0%) were the most frequently recovered plasmid replicons, with IncFIA
(HI1), IncFIB(K), IncFII, and IncR being present in all sources (Table S6).

TABLE 1 High-risk clones (sequence types) collected from different sources in Guadeloupe
(French West Indies)

Clone

No. of clones isolated from source

Humans Cats Dogs Pigs Total
Multidrug resistant
ST11 11 11
ST13 4 4
ST14 2 2
ST15 1 1
ST17 14 2 16
ST20 2 2
ST29 1 1
ST36 1 1
ST37 1 3 4
ST39 1 1
ST45 6 1 7
ST101 1 1
ST147 9 9
ST152 8 8
ST258 2 2
ST307 12 12
ST392 1 1

Total 76 2 4 1 83

Hypervirulent
ST23 5 5
ST86 1 1 2

Total 6 1 7
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Virulence genes. The prevalences of operons coding for acquired siderophores were
24.2% for yersiniabactin (80/331; 3/80 were incomplete), 6.0% for aerobactin (20/331),
and 5.7% for salmochelin (19/331). The genotoxin colibactin loci were present in 4.5%
(15/331; 1/15 was incomplete) of the isolates (see Table S7 in the supplemental material).
Virulence genes were recovered mainly in human and pet isolates. By comparing human
and pet isolates, yersiniabactin (43.8% versus 17.9% [P = 0.001]) and colibactin (9.8% ver-
sus 0% [P = 0.013]) frequencies were significantly higher in humans, but no significant
difference was observed for aerobactin (9.2% versus 7.1% [P = 0.785]) and salmochelin
(5.2% versus 1.9% [P = 0.450]). Five isolates from pigs displayed virulence genes, two
with yersiniabactin and three with aerobactin, as did one from soil (yersiniabactin). The
three aerobactin-positive isolates from pigs carried an iuc3 aerobactin gene. They came
from different farms and belonged to three different genetic backgrounds (ST29, ST432,
and ST827). In addition, the iuc3 gene was recovered on a contig predicted to be plasmi-
dic by combining the MOB-recon and PlasFlow tools. For two out of the three isolates,
iuc3 and an IncFIB(K) replicon were present in the same contig. It should be noted that a
presumed plasmid carrying iuc3 was recovered in one isolate from a dog. The isolate car-
ried an IncFIB(K) replicon but was not recovered on the iuc3-positive contig.

In all, a total of 22 isolates (6.6%) were defined as hypervirulent: 15 were associated
with community (n = 12; 21.4%) and nosocomial (n = 3; 3.1%) human infections, 4
(8.9%) were associated with dogs, and 3 (15%) were associated with pigs. The genomic
features of HvKp isolates are displayed in Table 2. ST23 (subclade I) was the ST most
frequently recovered in human isolates (33.3% of human HvKp isolates). Nine isolates
(34.6%) harbored the regulator of mucoid phenotype gene rmpA, whereas

FIG 3 Unrooted phylogenetic trees of the genomes of the six most represented sequence types (STs) recovered in Guadeloupe (French West Indies). All
these STs belong to K. pneumoniae sensu stricto (Kp1). Isolates are colored according to their source (i.e., human in blue and animal in orange). Using a
threshold of ,10 SNPs, single strains are framed with dotted lines.
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yersiniabactin, colibactin, and aerobactin operons were present together in 11 (50.0%)
isolates. All isolates belonged to K. pneumoniae, except for one Kp2 isolate associated
with fecal carriage in a dog. These hypervirulence-associated operons were observed
mostly in isolates associated with human infections (15/22; 68.2%). The remaining
hypervirulent isolates were associated with fecal carriage in dogs (n = 4) and pigs
(n = 3). Human infections corresponded mostly to community-acquired infections (12/
15; 80%) and were associated mostly with liver abscess (n = 5) and meningitis (n = 2).
The human hypervirulent isolates were associated mostly with STs typically associated
with capsular serotypes K1 (n = 5; 22.7%) and K2 (n = 9; 40.9%), with the most fre-
quently recovered genetic backgrounds being ST23 (n = 5), ST66 (n = 2), ST86 (n = 2),
ST380 (n = 2), and ST3253 (n = 2). ST23 isolates belonged to the CG23-I lineage (data
not shown) according to Lam et al. (18) and carried a yersiniabactin-encoding mobile
element (ICEKp10), including genes coding for yersiniabactin and colibactin. All HvKp
isolates exhibited the wild-type AMR phenotype.

Virulence genes and MDR convergence. Virulence and antibiotic resistance ele-
ments were always observed in distinct isolates, except for one human K. pneumoniae iso-
late (KP586) where a convergence of virulence and MDR was observed. It was assigned to
ST392, belonging to the successful MDR clonal group CG147. It was community acquired
and displayed the aerobactin virulence operon, blaCTX-M-15, and numerous other resistance
genes (aadA2, aac3-IIa, blaOXA-1, blaSHV-67, blaTEM-30, catB4, dfrA14, dfrA32, tetA, sulI, and sulII).

TABLE 2 Genomic features of 22 hypervirulent K. pneumoniae species complex isolates
collected in Guadeloupe (French West Indies) according to sourcea

Feature

No. (%) of isolates with feature

Humans

Dogs
(n = 4)

Pigs
(n = 3)

Total
(n = 22)

Community
(n = 12)

Nosocomial
(n = 3)

Phylogroup
K. pneumoniae (Kp1) 12 (100) 3 (100) 3 (75) 3 (100) 21 (95.5)
K. quasipneumoniae subsp.

quasipneumoniae (Kp2)
0 (0) 0 (0) 1 (25) 0 (0) 1 (4.5)

Virulence gene
Colibactin (clb) 10 (83.3) 2 (66.7) 0 (0) 0 (0) 12 (54.5)
Aerobactin (iuc) 12 (100) 3 (100) 2 (50) 3 (100) 20 (90.9)
Salmochelin (iro) 12 (100) 3 (100) 4 (100) 0 (0) 19 (86.4)
rmpA 5 (41.7) 2 (66.7) 2 (50) 0 (0) 9 (40.9)
rmpA2 0 (0) 0 (0) 1 (25) 0 (0) 1 (4.5)

CG and associated ST
CG5 ST5 0 (0) 0 (0) 1 (25) 0 (0) 1 (4.5)
CG23 ST23 3 (25) 2 (66.7) 0 (0) 0 (0) 5 (22.7)
CG29 ST29 0 (0) 0 (0) 0 (0) 1 (33.3) 1 (4.5)
CG35 ST5750 0 (0) 1 (33.3) 0 (0) 0 (0) 1 (4.5)
CG60 ST60 0 (0) 0 (0) 1 (25) 0 (0) 1 (4.5)
CG65 ST3253 2 (16.7) 0 (0) 0 (0) 0 (0) 2 (9.1)
CG66 ST66 2 (16.7) 0 (0) 0 (0) 0 (0) 2 (9.1)
CG66 ST3252 1 (8.3) 0 (0) 0 (0) 0 (0) 1 (4.5)
CG86 ST86 1 (8.3) 0 (0) 1 (25) 0 (0) 2 (9.1)
CG260 ST260 1 (8.3) 0 (0) 0 (0) 0 (0) 1 (4.5)
CG380 ST380 2 (16.7) 0 (0) 0 (0) 0 (0) 2 (9.1)
CG432 ST432 0 (0) 0 (0) 0 (0) 1 (33.3) 1 (4.5)
CG446 ST446 0 (0) 0 (0) 1 (25) 0 (0) 1 (4.5)
CG827 ST827 0 (0) 0 (0) 0 (0) 1 (33.3) 1 (4.5)

Capsular type
K1 3 (25) 2 (66.7) 1 (25) 0 (0) 6 (27.3)
K2 7 (58.3) 1 (33.3) 1 (25) 0 (0) 9 (40.9)
Other 2 (16.7) 0 (0) 2 (50) 3 (100) 7 (31.8)

aCG, clonal group; ST, sequence type.
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Genome-wide association study. We performed a genome-wide association study
(GWAS) on Kp1 isolates in order to identify genes associated with human sources. A
genomic region was significantly associated with virulence and host specificity (human).
This region includes a cluster of genes located in an integrative conjugative element that
mobilizes the ybt locus, which encodes the biosynthesis of the siderophore yersiniabactin
and its receptor (see Table S8 in the supplemental material). We also found 5 genes
significantly associated with human infections encoding proteins with catalytic activity (aco-
nitate hydratase, cytochrome bo3 ubiquinol oxidase, acetoin:2,6-dichlorophenolindophenol
oxidoreductase, and dihydrolipoamide dehydrogenase) and 1 encoding a putative methyl-
transferase. Two genes were significantly associated with nonhuman isolates, including a
gene encoding a core component of a type VI secretion system (T6SS) (T6SS baseplate sub-
unit TssK).

DISCUSSION

The increasing level of AMR is a major health hazard for humans and animals (19).
Tackling AMR transmission requires investigations of the nonclinical reservoirs and
their relative contribution to human infections through the so-called One Health
approach. WGS combined with phylogenetic analysis is a powerful approach to pro-
vide detailed insights into bacterial transmission dynamics. Despite the urgent public
health threat represented by the KpSC, only a few studies so far have identified their
genomic features using WGS from nonhuman sources and compared these features
with those obtained from contemporaneous and colocalized clinical isolates (7–11).
We observed a limited overlap of STs between clinical isolates and local nonhuman iso-
lates, consistent with the results of previous studies (here, 12.7% of human STs; range
in previous studies, 5 to 15%). In a large survey of an Italian contemporary KpSC collec-
tion from a well-defined geographical region, direct transmission from animal or envi-
ronmental reservoirs represents a small fraction (,1%) of human infections (20). This
highlights the difficulty in identifying direct transmission events for a pathogen charac-
terized by its high genetic diversity without a dominance of specific successful line-
ages. However, we identify evidence of sporadic transmissions between animals and
humans in our set of isolates, such as the presence of 3 hospital-acquired human MDR
high-risk K. pneumoniae clones (ST17, ST37, and ST45) in pets and 1 successful human
hypervirulent K. pneumoniae clone (ST86) in a dog. It should be noted that all but one
of the STs (one bovine) were shared only between pets and humans, highlighting the
potential risk of companion animals in the transmission of KpSC isolates to humans
and vice versa, as previously described (21, 22). The presence of the same isolate (,10
SNPs) assigned to ST45 in a dog and in a human collected 1 month apart highlights
the importance of the application of basic hygiene rules for contact with companion
animals.

Our results illustrate the efficiency of the genomic approach to distinguish epidemio-
logically related isolates from unrelated ones within hospitals. Genetically closely related
isolates were recovered during the 24-month study across different units of the hospital,
suggesting an environmental reservoir and long-term transmission. Most nosocomial iso-
lates belonged to high-risk MDR genetic backgrounds, namely, ST11, ST17, ST45, and
ST307. These clones have emerged as important vehicles for the worldwide dissemination
of AMR determinants (23, 24), including in the Caribbean islands (16).

Although members of the KpSC can be found in a large variety of ecological niches
(25), knowledge of the prevalence and distribution of species and phylogroups belonging
to this complex according to the source is limited due to the lack of large-scale systematic
sampling efforts. Our findings show that the KpSC is ubiquitous, as shown previously in
the environment (25), food (26), and the intestines of mammals (21, 27, 28). To the best of
our knowledge, dogs were significantly associated for the first time with a higher risk of
KpSC carriage than cats. Consistent with the results of previous studies (8, 20), species and
phylogroups were not randomly distributed. In particular, K. pneumoniae sensu stricto (Kp1)
and Kp3 (K. variicola subsp. variicola) were clearly separated according to ecological niche:
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a high prevalence of Kp1 and a low prevalence of Kp3 in humans and domestic and food-
producing animals (except for bovines) and the contrary in vegetables and the environ-
ment. This may imply ecological barriers that limit the spread of clones and antibiotic
resistance genes. However, the distributions of species/phylogroups within the same
source were not completely consistent across studies (8, 20), highlighting the need for fur-
ther work with the inclusion of isolates from wider environmental and animal sources from
various geographical areas. For example, we observed a high prevalence of Kp3 among
our bovine isolates, probably due to transient flora related to the consumption of raw
plants rather than a specific adaptation to colonize their intestine, consistent with the
results of a previous study (8) but not with the results of another one (20).

As KpSC isolates were largely recovered in human, animal, and environmental reser-
voirs in Guadeloupe, we hypothesize that the KpSC could be a major vector for the
amplification and spread of antibiotic resistance genes due to its abilities to move
between ecological niches, capture and maintain plasmids carrying AMR genes for a
long time, and transfer plasmids within KpSC members but also to other important
Gram-negative bacteria (6). However, a high level of resistance to antibiotics was rarely
found in isolates collected outside the hospital setting but also in isolates of species
other than K. pneumoniae, illustrated by the almost exclusive presence of ESBL and car-
bapenemase genes in human K. pneumoniae isolates, in agreement with the results of
previous studies in Guadeloupe (29–31). Nevertheless, further studies using a shotgun
metagenomics approach are needed to access the whole resistome in different ecosys-
tems. Despite the risk of the occasional emergence of novel resistance mechanisms in
KpSC isolates from environmental sources, our findings strongly support that the noso-
comial setting is central to KpSC resistance dissemination, as observed in Europe for
carbapenemase-producing K. pneumoniae (32), and that KpSC resistance circulates less
frequently between the different compartments.

The blaCTX-M-15 ESBL gene, first detected in 1999 in India, was the most widely dis-
tributed ESBL gene in our set of isolates, in agreement with the worldwide situation.
AMR genes and plasmids are often associated with certain K. pneumoniae genetic line-
ages, as highlighted by the success of K. pneumoniae ST258 being intricately linked
with blaKPC (33). Further work will be done to characterize the plasmids carrying ESBL
genes using Oxford Nanopore technologies in order to study the dissemination of plas-
mids and their ESBL genes within the hospital setting.

High levels of virulence also tended to be rare in species other than K. pneumoniae.
Most of the human HvKp isolates belonged to K. pneumoniae ST23 and more precisely
to sublineage CG23-I, which emerged in approximately 1928 following the acquisition
of ICEKp10 (encoding yersiniabactin and colibactin) and then spread worldwide (18).
The uncommon ST66 genetic background (34) was also identified. A reservoir of HvKp
was not found outside humans, but dogs could be an important link in the chain of
the transmission of this pathogen (9% of hypervirulent isolates were recovered from
this species), as highlighted by the presence of ST86 associated with a dog and a
human meningitis case. Aerobactin (iuc operon) was present in 90% of our HvKp iso-
lates. It is considered a critical siderophore system of HvKp as it contributes predomi-
nantly to hypervirulence in laboratory experiments and mouse models of disease,
while the inactivation of other siderophore systems has minimal effects (35, 36).
Surprisingly, a high frequency of aerobactin (15%) in K. pneumoniae isolates from pigs
was observed, as previously described in Thailand (37) and Germany (11), probably
reflecting an adaptation conferred by this siderophore to porcine hosts. Although our
isolates were isolated from pigs from different farms and belonged to different STs,
they harbored an iuc3 gene carried by an IncFIB(K) plasmid (for at least two isolates), as
observed in Germany (11). These observations suggest that successful IncFIB(K)/iuc3-
carrying plasmids have spread across wide geographical distances and occur in differ-
ent K. pneumoniae lineages associated with domestic pigs. The potential risk to animal
and human health should also be investigated. Unsurprisingly, a significant association
was observed between human infections and the ybt locus encoding yersiniabactin,
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the most common K. pneumoniae high-virulence factor, present in around one-third of
clinical isolates (8, 38). The emergence of potentially high-risk MDR and hypervirulent
lineages within the hospital setting in Guadeloupe should be monitored, as illustrated
by the acquisition of virulence genes in an MDR genetic background (ST392), even if
still rarely observed. For the other five genes found to be significantly associated with
human infections by GWASs, we did not find any explanation.

Our study represents a large contemporaneous and colocalized sampling and
sequencing effort on an island characterized by its small population and area and
known to be a hot spot for the spread of health care-associated MDR K. pneumoniae.
Despite its insular character, which is expected to promote mainly transmissions with
local clones and a restricted contribution from the outside, we found limited evidence
for direct transmission between human and nonhuman sources (animals and the envi-
ronment). In contrast, the nosocomial context seems to be a cornerstone of the dis-
semination of MDR clones and antibiotic resistance genes.

MATERIALS ANDMETHODS
Fecal samples from healthy food-producing animals and pets. The study design and methods for

selecting healthy food-producing animals were described previously (39). Briefly, between January 2018
and May 2019, fecal samples from pigs and beef cattle were collected randomly just after excretion.
Fecal material from 17 hen houses (representing 53,000 poultry) was sampled by walking on litter
approximately 100 m around a flock in boot socks. In all, the animals originated from 11 pig farms, 8
beef cattle farms, and 9 poultry farms distributed throughout the island and from the only slaughter-
house in Guadeloupe (34 additional farms) for cattle and pigs. Sixty-four percent of farmers declared an-
tibiotic use during the previous 1 year for curative treatment, with the most commonly used antibiotic
being tetracycline (69.0%). No ethics committee approval was necessary as no invasive procedure was
conducted on live animals according to French national law for the protection of animals (no. 2013-118),
which reproduces European directive 2010/63/EU on the protection of animals used for experimental
and other scientific purposes.

For pets, from June to September 2019, a single rectal swab was taken from dogs and cats. The ani-
mals were included from the main animal shelter of Guadeloupe and seven veterinary clinics located
throughout the territory, among animals sent for preventive health services, vaccination, or medical con-
sultation. With regard to the identification of risk factors for the fecal carriage of ESBL-producing KpSC,
pets with clinical signs of diarrhea and/or with antibiotic treatment in the previous month were
excluded. The information collected for each animal included age, place of residence, general health,
and lifestyle (indoors or wandering free outdoors and close contact with other animals or not). The pro-
ject was approved by the Committee for Ethics in Animal Experiments of the French West Indies and
Guyana (reference no. HC_2020_1).

Fresh fruits, fresh vegetables, flowering plants, aromatic herbs, and water and soil samples.
Locally produced fresh vegetables, flowering plants, fruits, and aromatic herbs were collected aseptically
at four local markets during eight campaigns from January to June 2018. The collected samples spanned
producers from 14 municipalities throughout Guadeloupe. Data related to the market and the farm of
origin were recorded. When the farm of origin was unknown, multiple vendors in different parts of the
market were selected to minimize the likelihood that samples came from the same source.

Raw water samples were collected during the same period at 29 catchment points in 11 municipal-
ities, in partnership with the regional health agency and the hygiene laboratory of the Pasteur Institute
of Guadeloupe. These samples corresponded to drinking water before treatment.

From October to December 2019, soil was sampled near rivers and natural ponds: the surface layer
(0 to 10 cm) was collected after the removal of plants, pebbles, and conspicuous roots. At each site, two
or three samples of soil were taken at least 3 m apart. One sample of water from rivers or natural ponds
was collected in proximity. Sampling sites were classified by Q-GIS software into two groups according
to their degree of anthropogenic pressure: (i) wilderness with no human presence or countryside with
limited human activities, (ii) human-perturbed landscapes with a matrix of agriculture and livestock
activities, and (iii) urban and suburban areas with high levels of human activity.

All samples were kept at 2°C to 8°C and processed at the laboratory within 24 h.
Clinical isolates. Between January 2018 and December 2019, 279 contemporaneous KpSC isolates

were collected from patients admitted to the University Hospital of Guadeloupe, a 900-bed teaching
hospital. Isolation was performed as part of the routine activity of the hospital bacteriological diagnostic
laboratory. All presumptive HvKp isolates, defined as KpSC isolates associated with community-acquired
monomicrobial liver abscess or other monomicrobial invasions of normally sterile sites (e.g., meningitis),
were included in the same period. The following metadata were anonymously recorded: date of hospital
admission, ward of hospitalization, date and site of sampling, and antimicrobial susceptibility testing
results. Isolates were considered to be community acquired if they were recovered by culture from a
sample obtained within 48 h after admission in a patient with no risk factors for nosocomial acquisition
in the previous year, namely, hospitalization or surgery, the use of an indwelling catheter or a percutane-
ous device, or frequent exposure to health care facilities for an underlying chronic disorder. All other
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isolates were considered to be hospital acquired. The study protocol was approved by the ethic commit-
tee of the University Hospital of Guadeloupe (reference no. A5_19_12_05_TRAMID).

K. pneumoniae species complex isolation and antimicrobial susceptibility testing. Fruits, vegeta-
bles, flowering plants, and aromatic herbs after mixing and soil and fecal samples (stool and boot sock
samples and endorectal swabs) were inoculated into Luria-Bertani (LB) broth with amoxicillin (10-mg/L
final concentration). For water samples, 100 mL of serially diluted samples was filtered through a 0.45-
mm membrane filter (Millipore, Guyancourt, France), and the membranes were placed into 9 mL of LB
broth with amoxicillin (10-mg/L final concentration). After incubation for 18 h at 37°C, 100 mL of the
enrichment culture was plated onto two selective media, Simmons citrate agar (Becton, Dickinson, USA)
with 1% inositol (SCAI) medium agar plates for KpSC detection and chromogenic agar (CCA) with cef-
triaxone at 4 mg/L (CHROMagar) for the detection of 3GCR KpSC. Presumptive Enterobacteriaceae colo-
nies on selective SCAI medium (large, yellow, glossy colonies) and selective CCA with ceftriaxone (pink
colonies), corresponding to oxidase-negative and Gram-negative bacilli, were isolated randomly and
identified by matrix-assisted laser desorption ionization–time of flight mass spectrometry (MALDI-TOF
MS) on an Axima Performance system (Shimadzu Corp., Japan).

Three colonies were identified randomly for each identical morphology. Susceptibility to amoxicillin
(10mg), amoxicillin-clavulanic acid (20mg/10 mg), ticarcillin (75 mg), cefotaxime (5 mg), ceftazidime (10 mg),
cefepime (30 mg), cefoxitin (30 mg), aztreonam (30 mg), ertapenem (10 mg), gentamicin (15 mg), amikacin
(30mg), trimethoprim-sulfamethoxazole (1.25/23.75mg), nalidixic acid (30 mg), and ciprofloxacin (5 mg) was
tested by the disk diffusion method on Mueller-Hinton agar (Bio-Rad, Marnes-la-Coquette, France), and the
production of ESBL was detected by the double-disk synergy test, according to 2020 guidelines of CA-SFM/
EUCAST (https://www.sfm-microbiologie.org/2020/10/02/casfm-eucast-v1-2-octobre-2020/). Isolates with a
resistant or intermediate phenotype were classified together for analysis. Growth inhibition diameters were
measured with the Adagio automated system (Bio-Rad, Marnes-la-Coquette, France). Susceptibility to colistin
was determined using a MicroScan Walkaway Plus system (Beckman Coulter, USA). Resistant isolates were
defined by an MIC of.4 mg/L. If more than one KpSC isolate with the same antibiotic susceptibility pattern
was isolated from the same sample, only the first one was analyzed. An MDR KpSC isolate was defined as an
isolate resistant to three or more antimicrobial classes (40).

DNA extraction, K. pneumoniae species complex identification, and carbapenemase resistance
gene screening. DNA was extracted with a DNA minikit (Qiagen, Germany). A real-time PCR method
based on specific sets of primers and probes was used to identify K. pneumoniae isolates to the species
and phylogroup levels. The protocols are provided in Text S1 in the supplemental material. All isolates
were handled using this method, except for those associated with nosocomial infections, of which about
half were randomly selected due to the large number of isolates collected. For isolates with decreased
susceptibility to ertapenem, carbapenemase genes were searched for using PCR amplification according
to methods described in a previous study (17).

Genome sequencing and data analysis. WGS was carried out at the Plateforme de Microbiologie
Mutualisée of the Institut Pasteur (Paris, France). Reads were trimmed and filtered with AlienTrimmer software
(41), yielding a mean estimated coverage of 86-fold. Genomic assemblies were performed using SPAdes soft-
ware (42), and the quality of the assembly was evaluated using QUAST software (43). Genomes with a cumu-
lative size of contigs of .6 Mb (expected size of ;5.5 Mb) or a number of contigs of .500 were discarded,
as we suspected the presence of multiple clones. The mean N50 was 197,864 bp.

KpSC phylogrouping, sequence type (ST) assignment, and antibiotic resistance gene detection were
performed using Kleborate (44). This tool classified isolates according to the content of resistance genes
as follows: 0 for no ESBL and no carbapenemase, 1 for ESBL positive, 2 for carbapenemase positive, and
3 for carbapenemase with colistin resistance (44). Plasmid replicons were identified using the
PlasmidFinder database available from ABRicate software, using a minimum coverage and a minimum
identity of 90% (45). Kleborate was also used to search for yersiniabactin, colibactin, aerobactin, and sal-
mochelin operons and the presence of rmpA and rmpA2 and to predict capsular types (44). BIGSdb
(https://bigsdb.pasteur.fr/klebsiella/) was used to check for the presence of intact iucABCD-iutA (aerobac-
tin) and iroBCDN (salmochelin) operons. To study the genetic support of iuc genes in more detail, the
corresponding contigs were predicted to be plasmid or chromosomally associated by combining 2 dif-
ferent software tools (MOB-recon and PlasFlow) with default thresholds (46, 47).

The definitions described previously by Huynh et al. (48) for hypervirulent isolates and successful
clones were used. Hypervirulent isolates were defined as isolates harboring at least one of the rmpA and
rmpA2 genes and/or at least one complete operon among iucABCD-iutA and iroBCDN. Successful clones
were defined as those belonging to an ST represented at least 10 times in NCBI genomes and men-
tioned in the title or abstract of at least five publications in NCBI PubMed (“Klebsiella” 1 “pneumoniae” 1
“STxxx”).

Pangenome and phylogenetic analyses. Filtered raw contigs were assigned to the chromosome or
plasmid using MOB-suite (47), and chromosomal contigs were then ordered and oriented using RaGOO
(49) with a publicly available complete assembled genome available for each Klebsiella species, accord-
ing to the species assigned previously by Kleborate (44). Genome annotation was performed using
Prokka (50), and pangenome analysis was performed using Roary software (51). Pangenome matrix rep-
resentation was done using the Roary plots python utility (https://github.com/sanger-pathogens/Roary/
tree/master/contrib/roary_plots).

Based on the core-genome alignment provided by Roary and after the identification of recombinant
regions and the reduction of the alignment using ClonalFrameML (52), a global phylogenetic tree was
constructed using RAxML (53) and visualized using iTOL (54). Estimation of the number of single nucleo-
tide polymorphisms (SNPs) between isolates assigned to an identical ST was performed using the
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PathogenWatch platform (https://pathogen.watch), an online global database for genomic surveillance
of KpSC isolates (55). Contigs were uploaded, and collections were created separately by ST, in order to
generate SNP difference matrix files on the one hand and Newick files to be visualized as unrooted trees
using iTOL on the other hand. Two isolates were considered clonal when the number of SNPs between
them was ,10. Additional Klebsiella strains obtained from other Caribbean islands (16) were added to
the collection. For this purpose, raw FASTQ files were retrieved from the SRA and preliminarily
assembled using Unicycler to then be uploaded to PathogenWatch.

The pangenome matrix from Roary consists of gene presence or absence for each genome. It was
used as the input for Scoary V1.6.16 (56) in order to search for genes associated with humans or other
sources. Due to the bias that might be introduced by the high predominance of Kp1 in human isolates,
we focused our pangenome-wide association studies (pan-GWASs) on Kp1 only. Genes returning a
Bonferroni-corrected P value of #0.05 were considered to be significantly present/absent and were fur-
ther investigated.

Statistical analyses. Results were expressed as numbers and frequencies. In bivariate analyses, the
x2 test (or Fisher’s exact test when appropriate) was used to compare categorical data between groups.
A logistic regression model was performed to identify factors associated with the presence of KpSC iso-
lates and to calculate crude and adjusted odds ratios and their 95% confidence intervals. Factors with a
P value of,0.20 in the bivariate analysis were retained for the multivariate analysis. For all tests, we con-
sidered a P value of ,0.05 to be significant. Statistical analyses were performed using SPSS (V21; IBM
SPSS Statistics, Chicago, IL).

Data availability. Reads were deposited in the NCBI SRA public archives under BioProject accession
no. PRJNA778230.
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Metagenome reveals caprine abomasal microbiota

diversity at early and late stages of Haemonchus

contortus infection.

Laura A. Montout∗1 and Jean-Christophe Bambou†1

1Agroécologie, génétique et systèmes d’élevage tropicaux – Institut National de Recherche pour

l’Agriculture, l’Alimentation et l’Environnement – France

Résumé

Haemonchus contortus is one of the most detrimental gastrointestinal nematode parasites
for small ruminants, especially in tropics and subtropics. Gastrointestinal nematode and mi-
crobiota share the same microhabitat; thus they interact with each other and their host.
Metagenomics tools provide a promising way to examine the alterations in the gastric micro-
bial composition induces by gastrointestinal parasites. In this study, we used metagenomics
tools to characterize the impact of H. contortus infection on the caprine abomasal microbiota
at early and late stage of infection and compared it with non-infected control. Our results
showed that H. contortus infection caused a significant increase in abomasal pH at early
(7 days post-infection) and late stage of infection (56 days post-infection). The analysis of
alpha and beta diversity showed that the microbiota diversity both in number and in pro-
portion was significantly affected at early and late stage of infection. All microbiota classes
are impacted by H. contortus infection but Clostridia and Bacteroidia are more concerned.
In infected animals, the genera Prevotella decreased at 7 and 56 days post-infection. Here
we showed that the abomasal microbiota was significantly affected early after H. contortus
infection, and these changes persist at late stage of the infection.

Mots-Clés: Parasite host response, Metagenomics

∗Intervenant
†Auteur correspondant: jean-christophe.bambou@inrae.fr
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Paper Reference or Website: Couvin et al., 2022, KaruBioNet: a network and discussion group for a better 

collaboration and structuring of bioinformatics in Guadeloupe (French West Indies), Bioinform Adv, doi: 

https://doi.org/10.1093/bioadv/vbac010   

Abstract: Sequencing and other biological data are now more frequently available and at a lower 

price. Mutual tools and strategies are needed to analyze the huge amount of heterogeneous data 

generated by several research teams and devices. Bioinformatics represents a growing field in the 
scientific community globally. This multidisciplinary field provides a great amount of tools and 

methods that can be used to conduct scientific studies in a more strategic way. Coordinated 

actions and collaborations are needed to find more innovative and accurate methods for a better 
understanding of real-life data. A wide variety of organizations are contributing to KaruBioNet 

in Guadeloupe (French West Indies), a Caribbean archipelago. The purpose of this group is to 

foster collaboration and mutual aid among people from different disciplines using a ‘one health’ 

approach, for a better comprehension and surveillance of humans, plants or animals’ health and 
diseases. The KaruBioNet network particularly aims to help researchers in their studies related 

to ‘omics’ data, but also more general aspects concerning biological data analysis. This 

transdisciplinary network is a platform for discussion, sharing, training and support between 
scientists interested in bioinformatics and related fields. Starting from a little archipelago in the 

Caribbean, we envision to facilitate exchange between other Caribbean partners in the future, 

knowing that the Caribbean is a region with non-negligible biodiversity which should be 
preserved and protected. Joining forces with other Caribbean countries or territories would 

strengthen scientific collaborative impact in the region. Information related to this network can 

be found at: http://www.pasteur-guadeloupe.fr/karubionet.html. Furthermore, a dedicated 

‘Galaxy KaruBioNet’ platform is available at: http://calamar.univ-
ag.fr/c3i/galaxy_karubionet.html. 

Keywords bioinformatics, genomics, galaxy, high-performance-computing, training. 

The main purpose of this group is to bring together people who share common problems to better collaborate 

together. The KaruBioNet network aims to improve the development of bioinformatics at the local or regional 
level for a better understanding and analysis of real-life data. The major common themes shared by laboratories 

belonging to the network are microbial evolutionary history, antimicrobial resistance, virulence mechanisms, 

systems biology, genotyping and data science (Fig. 1). The KaruBioNet network particularly aims to help 
researchers in their studies related to metagenomics, proteomics, genomics (or other ‘omics’), as well as more 

general aspects relating to data analysis, integration, and interpretation. In order to structure discussions and 
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exchanges between researchers, we have implemented different topics (which could evolve in the future): (i) 
omics sciences; (ii) artificial intelligence and machine learning; (iii) biochemical analyses; (iv) geographic 

information systems; (v) databases and software development; (vi) biostatistics; and (vii) epidemiology. A 

video channel was created to disseminate training materials in French as well as presentations or 

demonstrations related to bioinformatics. Furthermore, a dedicated Galaxy platform [1] allowing to facilitate 
bioinformatic analyses is available at: http://calamar.univ-ag.fr/c3i/galaxy_karubionet.html. We also benefit 

from the ‘Exocet’ High-Performance Computing (HPC) facility of the UA to perform computing calculations. 

 

Fig. 1: Mapping showing major common themes shared by research institutions involved in the KaruBioNet. The colored dots 
represent the location of each institution on the map. This figure also shows a simplified workflow for sequencing data analysis. 
Resources and platforms are mainly located at the Université des Antilles. 
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SeBiMER: the bioinformatics platform of Ifremer 
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Abstract.  SeBiMER is the bioinformatics platform of Ifremer, the French National Institute for Ocean 
Science. A team of engineers is in charge of providing a large community of marine biologists with all the 
requirements (knowledge, software and data) to handle small- and large-scale bioinformatics projects, 
mostly in three main fields: metabarcoding and metagenomics (eDNA), (meta-)transcriptomics and genomes 
assembly & annotation. The platform’s missions are organized in four poles: (1) IT management: 
bioinformatics data management and software installation & configuration on DATARMOR supercomputer; 
(2) bioanalysis: involvement in research projects to provide data analysis expertise; (3) software 
development: design of new tools and data analysis workflows; (4) training. More: https://bioinfo.ifremer.fr. 

Keywords bioinformatics;environmental DNA;genome assembly;gene expression;workflow. 
 

The Service de Bioinformatique de l’Ifremer (SeBiMER) was created in February 2019 as the bioinformatics 
platform of Ifremer. It aims at providing a large community of marine biologists with technical and scientific 
expertise in the three main research domains involving bioinformatics techniques at Ifremer: environmental 
DNA, gene expression and genomes assembly & annotation. SeBiMER’s team is composed of 5 permanent 
engineers, three of them holding a Ph.D., regularly accompanied by staff on fixed-term contracts. They are 
involved in many research projects coming from Ifremer and non-Ifremer laboratories, including national (e.g. 
ATLASea [1]) and international projects (e.g. FAIR-EASE [2]). 

The SeBiMER bioinformatics platform provides the following services: 

I - IT management. SeBiMER is in charge of centralizing bioinformatics software installation and 
configuration on DATARMOR supercomputer hosted at Ifremer [3]. All these tools are available from 
command-line and Ifremer Galaxy web portal. SeBiMER team provides ready-to-use scripts enabling non-
expert users to run all these tools through the PBS Pro cluster scheduler. In addition to tool installation, 
SeBiMER maintains up to data a large collection of public databanks for various analyzes. To achieve these 
management tasks, the team has developed free and open source softwares, e.g. ToolDirectory to automate the 
creation of a web-based software catalog [4], BeeDeeM to automate bank installation [5] and OMICS-Catalog 
workflow to setup a web-based catalog of model genomes under study at Ifremer [6].  

II - FAIR data management. SeBiMER and SISMER [7] provide a FAIR procedure to handle 
bioinformatics data at Ifremer. This procedure is a key element of our Data Management Plan (DMP) and 
provides a standard life cycle for all sequencing data (short- and long-reads): a formal description of the data 
project with respect to CoreTrustSeal certification of Ifremer [8], a secure storage on DATARMOR, a formal 
description of metadata following the ENA metadata model, and, on request, submission to EBI-ENA 
international databank, and data access through DOI pointing to Ifremer data server [9]. The platform is 
currently developing athENA, a tool to efficiently collect sequencing project metadata and perform automatic 
submission to ENA. In this context, SeBiMER takes part in the data brokering work group created as part of 
MUDIS4LS project directed by the French National Institute for Bioinformatics (IFB) [10]. 

III - Bioanalysis expertise. Being part of a marine research institute, SeBiMER provides its bioanalysis 
service mostly for marine projects, but non-marine ones are also accepted. The platform can provide scientific 
and technical advices (e.g. choice of analysis methods, optimal use on a supercomputer), carry out 
bioinformatics and biostatistics analyzes on a project, and intervene in the valorization of scientific results (e.g. 
participation in the drafting of papers, publishing standardized analysis report following FAIR principles [11]). 
SeBiMER team can provide expertise in the following fields: community diversity (metabarcoding), 
metagenomics, genome assembly and annotation, phylogenetics and phylogenomics, genotyping, population 
genetics and genomics, biostatistics [12, 13]. 
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IV - Software development. SeBiMER can bring to research teams its expertise for the industrialization of 
methods (use of workflow managers such as Nextflow), the adaptation of existing tools to high performance 
computing resources, or the creation of new tools adapted to specific data analysis protocols. For the latter, the 
team provides its expertise to develop softwares following FAIR principles. As examples, SeBiMER is 
developing tools to analyze eDNA data in the context of Ifremer’s Genomics Observatories (SAMBA 
workflow [14]) and to conduct sequence annotations (ORSON workflow [15]). All softwares developed by 
SeBiMER are intended to become publicly available over time on our Gitlab and Github profiles [16]. 

V - Training. The SeBiMER platform provides training services with both scientific and technical goals. 
For the former, SeBiMER provides trainings to teach users metabarcoding and transcriptomics data analyzes, 
as well as genomes assembly and annotation. For the latter, SeBiMER helps users to learn Linux operating 
system, PBS Pro cluster execution environment, software packaging and use with Conda and Singularity, and 
Nextflow-based workflow use and development. Some of these training sessions are integrated in the 
Biogenouest and IFB trainings catalogs. 

While created as the Ifremer’s bioinformatics platform, SeBiMER road map involves its opening to the 
community outside Ifremer. In this context, on June 2022 the platform became member of Biogenouest, the 
network of technological core facilities of the Western France in life sciences and the environment. This way, 
SeBiMER joins ABiMS, Genouest and BiRD bioinformatics platforms [17].  

Any requests for a collaboration with SeBiMER can be addressed to corresponding author.  
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DeCovarT: Robust deconvolution of cell mixture in transcriptomic
samples by leveraging cross-talk between genes
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Abstract Motivation: Transcriptomic analyses have contributed greatly to a better un-
derstanding of the biological processes involved in the evolution of complex and versatile
diseases. However, bulk transcriptomic analyses ignore the contribution of diverse cellu-
lar populations to samples heterogeneity. Thus, computational deconvolution methods have
been developed to analyse the cellular composition of tissues. However, the performance
of these algorithms is limited in distinguishing between cell populations with very similar
expression profiles, and we we hypothesised that taking into account the covariance between
genes could enhance the performance of deconvolution algorithms for closely-related cell
populations.
Results: We therefore developed a new deconvolution algorithm, DeCovarT, which takes
into account the transcriptomic structure of each cell population. To do so, we represented
the set of transcriptomic interactions as a multivariate Gaussian distribution, assuming a
sparse network structure deduced from the precision matrix returned by the gLasso algo-
rithm. Therefore, we reconstruct the global mixing profile by a generative model, in which
we show, under reasonable assumptions, that the law describing the global expression profile
conditional on the cell ratios and the purified expression profiles is also a multivariate Gaus-
sian distribution. The maximum likelihood of the associated function, i.e. the cell ratios
optimising the probability of observing the observed transcriptomic distribution, is esti-
mated in our paper by a reparametrised, unconstrained version of the Levenberg-Marquardt
algorithm. This allows us to estimate more easily an estimator taking into account the
unit simplex constraint on the cell ratios while exhibiting more easily a quasi-Gaussian
distribution of the estimator.

Keywords cellular deconvolution, gLasso, generative model, bulk RNA Sequencing,
tumor micro environment

1 Introduction

The analysis of the bulk transcriptome using high-throughput sequencing methods provided new
insights on the mechanisms involved in the development of diseases. However, such methods ignore
the intrinsic cellular heterogeneity of complex biological samples, hampering the identification of the
causal drivers of the variability observed between individuals.

Indeed, the cell composition plays a crucial role on the evolution of disease conditions. And classical
bulk analyses tend to ignore the intrinsic complexity of biological samples, by averaging measurements
over multiple distinct cell populations.

For instance, the tumoral micro environment (TME) encompasses a large variety of cell populations,
whose interactions will directly impact the tumoral growth, cancer progression and henceforth the
patient outcome. But each cell population displays an unique transcriptomic profile, and even within
a cell population the expression patterns can significantly differ, driven by signalling pathways which
induce cell motility and cell differentiation [1].

Not accounting for changes of the cell composition as one of the biological drivers as a confounding
signal in downstream analyses, particularly in differential analysis, is likely to result in a loss of speci-
ficity (genes wrongly identified as differentially expressed, while they only reflect an increase of the cell
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population naturally producing them) and sensibility (genes expressed by minor cell populations are
amenable to be masked by the expression and high-variability of dominant cell populations), which in
turn prevents from identifying the true causal drivers of the change of gene dysregulation.

We can set apart two groups of methods for studying cell heterogeneity. Physical methods, such
as immunohistochemistry and flow cytometry, can only take profit of a small subset of phenotypic
markers to disentangle cell populations, making them burdensome, low-throughput and costly. Single-
cell sequencing (scRNASeq) is also a promising avenue, but disassociation of the tissues to isolate single
cells prior to sequencing make them inconvenient to analyse deeply intertwined and fibrous tissues.

A whole set of computational methods have been developed for estimating fractions of cell types
in bulk admixtures, but they perform badly at discriminating cell types displaying strong phenotypic
proximity (e.g., naïve vs. memory B cells, [2]). Indeed, most of them assume that the cellular purified
expression profiles are fixed observations, omitting the variability and correlation structure of the genes
in reference samples.

In contrast to these approaches, we hypothesised that taking into account the individual variance
and pairwise covariance of the genes in the reference transcriptome could enhance the performance
of transcriptomic deconvolution methods. We thus introduce DeCovarT (Deconvolution using the
Transcriptomic Covariance), a new computational and probabilistic approach that may provide less
noisy estimates of closely related cell populations.

2 Objective and notations

Similar to most traditional deconvolution models, we assume that the global bulk gene expres-
sion is linearly related to the cell purified expression profiles. Precisely, we reconstruct the observed
transcriptome from a cellularly-heterogeneous sample by summing the individual contributions of each
cell population weighted by its by its corresponding relative frequency in the sample. Formally, let
X = (xgj) ∈ MRG×J the signature matrix representing the purified transcriptomic profiles of J cell
populations and p = (pji) ∈]0, 1[J×N the unknown relative proportions of cell populations in N sam-
ples, then the linear relation linking the bulk global expression (y = (ygi) ∈ RG×N

+ to the individual
cellular expression profiles is represented by the following matricial product: Eq. 1:

y =X × p (1)

To be determined, the problem Eq. 1 requires that the number of genes G exceeds the number of
cell types and that no purified cellular expression profile can be rewritten as a linear combination of
the other cell populations (in other words, that the purified signature profile, X, is invertible and of
full rank J).

However, in presence of technical noise, the strict linearity between the endogenous variable y and
the exogenous variables stored in the design matrix X does not hold. In that context, the general
approach consists of modelling the distortion between the response variable and the corresponding
explanatory variables using an unobserved error term. Without further assumption on this disturbance
term, the usual approach to minimises the squared error between the mixture expressions predicted
by the linear model and the actual observed response is through the ordinary least squares (OLS)
approach. Under the Gaussian-Markow assumptions, that we recall in Appendix(Assumptions of the
Gaussian linear model), we can show that the OLS estimate returned by this approach is equal to
the MLE (maximum likelihood estimate) returned by the model in which we model the noise by an
Additive white Gaussian noise Eq. 2:

ygi =
J∑

j=1

xgjpji + ϵi, ygi ∼ N




J∑

j=1

xgjpji, σ
2
i


 , ϵi ∼ N (0, σ2

i ) (2)

In the next section, we consider a new generative model where some of the Gaussian-Markov
assumptions are discarded. We also assume for the sake of simplicity that the samples are uncorrelated
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(we then drop the index i, the estimation process being similar for each sample: a desired feature for
efficient parallel computation).

3 Model

In the DeCovarT approach, we relax the exogeneity property (see Theorem Gauss-Markov in
Appendix Gaussian-Markov assumptions), by treating the regressors X as random variables rather
than fixed, deterministic measures. This approach has already been developed using two distinct
approaches with the DSection [3] and DeMixt [4] algorithms. But to our knowledge, we are the first
to weaken the independence assumption between the observations and to account for the intransic
covariance structure of the transcriptome of reference cell populations. Since most of the variability
proceeds from the stochastic nature of the purified expression profiles, we conjecture, for technical
identifiability and computational issues, that adding any additional technical error term to the response
variable was irrelevant.

Precisely, we assumes that the G-dimensional vector xj characterising the transcriptomic expres-
sion of each cell population follows a multivariate Gaussian distribution: xj ∼ NG(µ.j ,Σj), given in
Definition 3.1.

Definition 3.1 (Multivariate Gaussian distribution). The multivariate Gaussian dis-
tribution of the random vector of size G characterising each purified transcriptomic profile, xj, is:

Det(2πΣj)
− 1

2 exp

(
−1

2
(xj − µ.j)Σ

−1
j (xj − µ.j)

⊤
)

which is parametrised by:

– a mean vector: µ.j

– a positive-definite, full rank covariance matrix. We use the gLasso [5] algorithm to infer it,
assuming a largely sparse network structure. We also define Θj ≡ Σ−1

j as the precision matrix.

4 Method

To derive the log-likelihood of our model, we supposed first that the plugged-in mean and covariance
parameters ζj =

(
µ.j ,Σj

)
inferred for each purified cell population at the previous step do not differ

in our mixed sample (this strong hypothesis is likely to not hold under varying biological heterotypic
conditions).

Then, set ζ = (µ,Σ), µ = (µ.j)j∈J̃ ∈ MG×J , ΣMG×G the supposed known parameters and p
the unknown cellular ratios that parameterise together the conditional distribution y|(ζ,p), then the
following generative model can be used to rebuild the admixture of cell populations (Fig. 1).

Indeed, keeping the assumption of Independence between covariates (here, the cell populations
themselves) and retaining the G stacked linear equations of Eq. 1, the conditional distribution, as a sum
of random variables, is the convolution of multivariate pairwise independent Gaussian distributions,
from which, using the affine invariant property of exponential distributions, it can be shown that it
follows the following multivariate Gaussian distribution (Eq. 3):

y|(ζ,p) ∼ NG(µp,Σ) with µ = (µ.j)j∈J̃ , p = (p1, . . . , pJ) and Σ =
J∑

j=1

p2jΣj (3)

. With this model (Eq. 3), we now plan to estimate the proportions by maximum likelihood and the
next sub-sections will detail how to determine the log-likelihood of the distribution function as well as
its gradient and hessian, in both an unconstrained and constrained, reparametrised setting.

4.1 Log-likelihood computation

From Eq. 3, we readily compute the log-likelihood of the conditional distribution y|(ζ,p) in Eq. 4:
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(a) Standard linear model representation.

(b) The generative model used for the DeCovart framework.

Fig. 1. We use the standard representation of a graphical model, with observed states represented as
blue-shaded circles and stochastic nodes corresponding to random variables by solid circles. Indepen-
dent replication over a set of variables is indicated by enclosing the replicated nodes in a rectangle
plate, with as index the number of replicates.

ℓy|ζ(p) = C + log


Det




J∑

j=1

p2jΣj




−1
− 1

2
(y − pµ)⊤




J∑

j=1

p2jΣj




−1

(y − pµ) (4)

with C = −G
2 log(2π) a constant.

4.2 First and second-order derivation of the unconstrained DeCovarT log-likelihood
function

To determine analytically the stationary points of a function, and notably its maximum, we need
to determine the roots (the values for a which a function equals zero) of its gradient, in our context,
the vector: ∇ℓ : RJ → RJ evaluated at point p = (p1, . . . , pJ) in J−dimensional space. We derive only
one component of the gradient vector since the computation is the same for any cell component ratio
pj , j ∈ J̃ (Eq. 5):

∂ℓy|ζ(p)

∂pj
=
∂ log (Det(Θ))

∂pj
− 1

2

[
∂(y − µp)⊤

∂pj
Θ(y − µp) + (y − µp)⊤ ∂Θ

∂pj
(y − µp) + (y − µp)⊤Θ∂(y − µp)

∂pj

]

=− Tr

(
Θ

∂Σ

∂pj

)
− 1

2

[
−µ⊤

.jΘ(y − µp)− (y − µp)⊤Θ ∂Σ

∂pj
Θ(y − µp)− (y − µp)⊤Θµ.j

]

=−2pj Tr (ΘΣj) + (y − µp)⊤Θµ.j + pj(y − µp)⊤ΘΣjΘ(y − µp)
(5)

Since the solution to ∇
(
ℓy|ζ(p)

)
= 0 is not closed, we instead retrieve the MLE using iterated

numerical optimisation methods and some of them requiring a second-order derivation Sec. 4.4. The
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second derivative order, corresponding to the Hessian matrix of the log-likelihood (Eq. 4) in MJ×J is
given by:

Hi,i =
∂2ℓ

∂2pi
= −2Tr (ΘΣi) + 4p2i Tr

(
(ΘΣi)

2
)
−2pi(y − µp)⊤ΘΣiΘµ.i − µ⊤

.iΘµ.i−

2pi(y − µp)⊤ΘΣiΘµ.i − (y − µp)⊤Θ
(
4p2iΣiΘΣi −Σi

)
Θ(y − µp), i ∈ J̃

Hi,j =
∂2ℓ

∂pi∂pj
= 4pjpiTr (ΘΣjΘΣi)−2pi(y − µp)⊤ΘΣiΘµ.j − µ⊤

.iΘµ.j −

2pj(y − µp)⊤ΘΣjΘµ.i − 4pipj(y − µp)⊤ΘΣiΘΣjΘ(y − µp), (i, j) ∈ J̃2, i ̸= j

(6)

in which the coloured sections pair one by one with the corresponding coloured sections of the gradient,
given in Eq. 5. Matrix calculus can largely ease the derivation of complex algebraic expressions, thus
we remind in Appendix (Matrix calculus) relevant matrix properties and derivations.

4.3 First and second-order derivation of the constrained DeCovarT log-likelihood
function

Since p is constrained (unit simplex constraint on positive celullar ratios, as stated in Eq. 7), we
introduce the unconstrained parameter θ to ease the derivation of the log-likelihood function of the
model while accounting for numerical bounds on the inferred proportions:

{∑J
j=1 pj = 1

∀j ∈ J̃ pj ≥ 0
(7)

Precisely, we consider the following mapping function: ψ : θ → p | θ ∈ RJ−1, p ∈]0, 1[J
(Eq. 4.3)(to ensure the continuity of the mapping function, each ratio must be defined on the opened
interval ]0, 1[):

a) p = ψ(θ) =




pj =

eθj∑
k<J eθk +1

, j < J

pJ = 1∑
k<J eθj+1

b) θ = ψ−1(p) =
(
ln
(

pj
pJ

))
j∈{1,...,J−1}

that is a C2-diffeomorphism, since ψ is a bijection between p and θ twice differentiable. We provide
the Jacobian matrix, Jψ ∈ MJ×(J−1) of this vector-valued mapping function in Eq. 8:

Ji,j =
∂pi
∂θj

=





eθiBi
A2 , i = j, i < J

−eθj eθi
A2 , i ̸= j, i < J

−eθj

A2 , i = J

(8)

with i indexing vector-valued p and j indexing the first-order order partial derivatives of the map-
ping function, A =

∑
j′<J eθj′ +1 the sum over exponential (denominator of the mapping function) and

B = A−eθi the same sum, but deprived of the exponential with the same index i as the corresponding
component pi.

We return the symmetric Hessian ( the Schwarz’s theorem states indeed that switching the second-
order partial derivatives of the off-diagonal terms should not impact the result) of the vectorial mapping
function ψ(θ) as a third-order tensor (see Sec.Tensor product) of level 3 and rank (J − 1)(J − 1)J in
Eq. 9:

76



∂2pi
∂k∂j

=





eθieθl(−Bi+eθi)
A3 , (i < J) ∧ ((i ̸= j)⊕ (i ̸= k)) (a)

2eθieθj eθk
A3 , (i < J) ∧ (i ̸= j ̸= k) (b)

eθieθj
(
−A+2eθj

)

A3 , (i < J) ∧ (j = k ̸= i) (c)
Bie

θi(Bi−eθi)
A3 , (i < J) ∧ (j = k = i) (d)

eθj
(
−A+2eθj

)

A3 , (i = J) ∧ (j = k) (e)
2eθj eθk

A3 , (i = J) ∧ (j ̸= k) (f)

(9)

with i indexing p, j and k respectively indexing the first-order and second-order partial derivatives
of the mapping function with respect to θ. In line (a), ⊕ refers to the Boolean XOR operator, ∧ to
the AND operator and l = {j, k} \ i.

To derive the log-likelihood function in Eq. 5, we reparametrise p to θ, using a standard chain rule
formula (see Appendix Calculus notation).

Considering the original log-likelihood function, ℓ :]0, 1[J→ R, and the mapping function, ψ :
RJ−1 →]0, 1[J then the differential at the first order is given by Eq. 10:

[
∂ℓy|ζ
∂θj

]
j<J

=
J∑

i=1

∂ℓy|ζ
∂pi

∂pi
∂θj

(10)

Deriving at the second order once the resulting gradient in Eq. 10 yields the following Hessian
matrix, H(ℓ(θ)) ∈ M(J−1)×(J−1), of the constrained log-likelihood function, given by Eq. 11:

[
∂ℓ2

y|ζ
∂θkθj

]
j<J, k<J

=

J∑

i=1

J∑

l=1

(
∂pi
∂θj

∂2ℓy|ζ
∂pi∂pl

∂pl
∂θk

)
+

J∑

i=1

(
∂ℓy|ζ
∂pi

∂2pi
∂θkθj

)
(d) (11)

Using the generalised tensor product, as referred in Appendix (Tensor product), we can however ease
and compact the numerical implementation of Eq. 11 by avoiding any loops.

4.4 The Levenberg-Marquardt algorithm

When the form of the gradient is non-closed, preventing from analytically retrieving its roots,
iterated numerical optimisation algorithms can be used instead as proxys. The second-order descent
quadratic approach leverages the local curvature of the function. In that case, the descent direction is
given by dNewton-Raphson = ∇f(pi)

H−1
f (pi)

, which is generally faster compared to the standard gradient descent

based method. However, the estimation of the Hessian matrix is generally burdensome, both in terms
of computational resources and theoretical calculus derivation.

Alternatively, the Levenberg-Marquardt algorithm [6, 7], bridges the gap between between the steep-
est descent method and the Newton-Raphson method by inflating the diagonal terms of the Hessian
matrix. Precisely, consider the following re-scaling of the Hessian matrix: Hf (pi)

LM = Hf (pi) + λIJ
with IJ the identity matrix of rank J and λ, a scaling factor regularly updated that controls the
contribution of the gradient with respect to the off-diagonal terms of the Hessian matrix. When tend-
ing to 0, the descent direction is similar to a second-order one, which is favoured when far from the
extremum for its faster convergence pace. On the other hand, when close from the extremum, stan-
dard descent gradient with adjusted step size is endorsed, focusing rather on the diagonal terms of the
Hessian. Modifying the scaling factor ensures additionally that the Hessian matrix, Hf (p

(q)
i at step

(q) is always positive definite and non-degenerate.

The iterated algorithm stops when convergence criteria are fulfilled, generally when the objective
function or the parameters estimated are stabilised. The marqLevAlg introduces a new stringent
convergence criteria, the relative distance to maximum (RDM), which can be interpreted alternatively
as the ratio of the approximation numerical error over the statistical error. Compared to other criteria,
it guarantees convergence to an optimum, setting them apart from spurious saddle points [8].
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5 Results on simulations

5.1 Simulations

We asserted numerically the relevance of accounting the correlation between expressed transcripts,
we designed a simple toy example with two genes and two cell proportions. Hence, with the simplex
constraint (Eq. 7), we only have to estimate one free unconstrained parameter, θ1, and then use the
mapping function Eq. 4.3 to recover back the ratios.

We rebuilt the bulk mixture, y ∈ MRG×N , for a set of artificial samples N = 500 with the following
generative model:

– We test two levels of cellular entropy: one with balanced (p = (p1, p2 = 1 − p1) = (12 ,
1
2) cell

populations and one with highly unbalanced cell populations: p = (0.95, 0.05).
– Then, each cellular purified transcriptomic profile is drawn from a multivariate Gaussian distri-

bution. We compared two scenarios, one with close centroids and one with far centroids, respec-
tively µ.1 = (20, 22), µ.2 = (22, 20) and µ.2 = (20, 40), µ.2 = (40, 20)). For the covariance matrix,
Σ ∈ M2×2 covariance matrix, we consider equibalanced variances for the marginal distribution of
each gene, Diag(Σ1) = Diag(Σ1) = I2, playing only on the level of correlation between gene 1 and
gene 2, Cov [x1,2] = Cov [x2,1], testing all paired ranges in population 1 and 2 from -0.8 to 0.8, by
0.2 step size.

– As stated in 1, we assume that the bulk mixture, y.i could be directly reconstructed by summing
up the individual cellular contributions weighted by their abundance, without additional noise.

To infer back the cellular ratios for each of these samples, we consider the plugged-in parameters
of the individual mean and covariance expression profiles known, and we optimise the vectorial pa-
rameter p that maximises the log-likelihood distribution stated in 4, using the implementation of the
Levenbergh-Marquard algorithm supplied in R package marqLevAlg. We compared this approach
as a standard non-negative least squares approach (NNLS) estimated through the Lawson Hanson
algorithm [9] which aims at reducing the quadratic error between the reconstituted bulk expressions
predicted by linear regression while enforcing the non-negativity constraint on the ratios.

5.2 Results

The overlap between two probability distributions depends on the proximity of their centroids, the
marginal variability of the individual random variables and the level of correlation. Setting all the
other varying parameters that contribute to the level of overlap, we highlight numerically that the
degree of correlation between two genes (Fig. 2) strongly impacts the overall performance.

More precisely, the level of overlap between two cell population distributions is an excellent predictor
of the quality of the estimation: the less the distributions of two cell populations overlap, the better the
specificity of the estimation. We also show on this small example that not only the distance between
centroids (i.e. differences in gene expression means) but also the intrinsic covariance structure allow
us to unambiguously characterise each cell population. Indeed, we systematically obtain better results
than with a traditional constrained linear approach (LSEI) which assumes independent observations
on highly overlapping populations.

Thus, unlike the traditional feature selection approach, which advocates minimising correlation
between populations and discarding highly correlated genes, as in the AutoGeneS approach [11], we
are able to take advantage of a new set of genes with closely related expression profiles but distinct
co-expression patterns. We therefore believe that the greater flexibility of our deconvolution algorithm
will improve the currently poor cellular resolution of deconvolution methods, with an increased ability
to discriminate between highly correlated cell populations.

6 Perspectives

The new deconvolution algorithm that we implemented, DeCovart, is the first one based on a
multivariate generative model while complying explicitly the simplex constraint. Hence, it provides
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Fig. 2. We display the average mean squared error (MSE) of the estimated cellular ratios comparing
a Least Squares with Equality and Inequality Constraints (LSEI) approach, as implemented in the
deconRNASEQ algorithm [10], to the left, with our newly implemented DeCovarT algorithm, using
the robust Marquardt-Levenberg optimisation supplied with the R package marqLevAlg (to the right).
We use the ComplexHeatmap package to draw both Heatmap representations on the same scale.

a strong basis to further derive theoretical confidence bands and generate statistical tests to assert
whether a cell population is missing or not, or if the proportion of a cell population differs between
two distinct biological conditions.

However, we still need to assert its performance in a real-world experience, by benchmarking it
comprehensively against blood and tumoral samples in biological experiments that display sample
bulk mixture paired with cytometric measures. We could notably take profit of the huge compendium
generated by the Kassandra project to that purpose. Indeed, the Kassandra database collects 9,404
samples annotated into 38 blood populations. Additionally, the performance of the Kassandra algo-
rithm was validated on a total of N = 517 samples in 6 public datasets wtih both flow cytometry and
RNA-seq analysis, and benchmarked against 8 different standard deconvolution algorithms: 5 reference
profile deconvolution algorithms EPIC [12], CIBERSORT [13], CIBERSORTx [14], quanTIseq [15] and
ABIS [16], and 3 marker-based deconvolution algorithms MCPcounter [17], xCell [18] and Scaden [19].

Finally, intensive work has still to be done to refine the plug-in parameters provided to our decon-
volution optimisation algorithm. We use the gLasso [5] algorithm to infer a sparse network structure,
encoded by the precision matrix, to describe the transcriptomic interactions occurring within a reference
cell population. However, as any penalty regularisation approach, gLasso is hampered by parameter
shrinkage, entailing in practice that the non-null partial correlations are generally underestimated. A
way to circumvent this problem is to only use the support (the non-null inputs) output of the gLasso
to fine-tune the estimation of the network using a standard maximum likelihood strategy. To do so,
we would integrate the topological constraints induced by the null inputs of the precision matrix to
learn a directed Gaussian Graphical Model (GGM).

We detail additional theoretical results, such as matrix calculus and notations, asymptotic distri-
bution of the estimator and associated statistical tests as well as additional simulation results in the
vignettes of the Github account of the project: DeCovarT.
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1 Introduction

Recent advances in computer vision (CV) open new perspectives for monitoring animal behavior
using CCTV cameras. The process of monitoring behavior through videos is decomposed into several
steps: (i) film the animal during the monitoring period, (ii) detect the animal on the videos, (iii)
compute any behavioral variables. Behavioral variables could be computed directly from the detection,
it is for example the case when one wants to estimate animal location or speed. In other cases, extra
treatments are necessary, for example to determine the animal pose or activity, which requires using
other computer vision methods. Although major progresses in CV have been made recently, there is
a lack of a generic tool that can be used by most scientists, without expertises in CV. This work is
an illustration of a CV application to study animal behavior. The level of infestation of goats that
are raised outside can generally be described using a log-normal distribution: few animals are highly
infested by parasites, while most animals are not, or little infested. Many variables can explain this
distribution, such as genetic, parasitic history, nutrition or behavior. In this article we explored the
potential of animals to prevent infestation by avoiding feces.

2 Material and Methods

Four male Creole goats were allowed to graze a square pasture of 12m by 12m during 14 days: 7
consecutive days during the first try and 7 more days during the second try, more than two months
later. Before the animal entered the pasture, it was contaminated with infested feces, dropped regularly
in two rectangular plots located inside the pasture. The aim of the study was to use the camera to
estimate and compare the time spent from each animal inside the two contaminated areas.

Before each try, all animals were drenched and worm free. They get infested while grazing during
the try, and kept inside after, where no more contamination were possible. Their level of infestation
were estimated using fecal eggs count.

Their were recorded using time-lapse camera, taking one picture every 20s, from 6:30am to 6pm.

Monitoring consists into four steps: (i) film animals at pasture, (ii) detect the animal automatically
and (iii) identify the detected animals, (iv) estimate the animals’ location.

For animal detection, we used Yolo, trained on 3,820 images. For animal identification, we trained
a classification CNN, named resNet-50. The CNN was trained in order to identify the animals detected
by Yolo. The animals were previously choose for their different color: black, white, red and brown.
Each color was then a class of the CNN. 12,236 images were labeled for training and testing (70% vs
30%).

3 Results

First, 87.95% of the goats were detected and they were identified with a precision of 94.8% and
a sensitivity of 94.9%. Animals expressed various avoidance level, but generally increases during the
week, with fewer feed available. Interestingly, the more animals get infested during the first try, the
more they increased their avoidance level during the second try.

81



Multivariate Analysis of RNA Chemistry Marks Uncovers
Epitranscriptomics-Based Biomarker Signature for Adult Diffuse

Glioma Diagnostics
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One of the main challenges in cancer management relates to the discovery of reliable biomarkers,
which could guide decision-making and predict treatment outcome. In particular, the rise and democ-
ratization of high-throughput molecular profiling technologies bolstered the discovery of “biomarker
signatures” that could maximize the prediction performance. Such an approach was largely employed
from diverse OMICs data (i.e., genomics, transcriptomics, proteomics, metabolomics) but not from
epitranscriptomics, which encompasses more than 100 biochemical modifications driving the post-
transcriptional fate of RNA: stability, splicing, storage, and translation. We and others have studied
chemical marks in isolation and associated them with cancer evolution, adaptation, as well as the
response to conventional therapy. In this study, we have designed a unique pipeline combining multi-
plex analysis of the epitranscriptomic landscape by high-performance liquid chromatography coupled
to tandem mass spectrometry with statistical multivariate analysis and machine learning approaches
in order to identify biomarker signatures that could guide precision medicine and improve disease
diagnosis. We applied this approach to analyze a cohort of adult diffuse glioma patients and demon-
strate the existence of an “epitranscriptomics-based signature” that permits glioma grades to be
discriminated and predicted with unmet accuracy. This study demonstrates that epitranscriptomics
(co)evolves along cancer progression and opens new prospects in the field of omics molecular profiling
and personalized medicine.

This work has been published in 2022 in ACS Analytical Chemistry [1].
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Abstract

Phytoplasmas are plant-parasite, insect vector-borne, bacteria causing enormous economic
losses around the globe, infecting many crop plants. Because of their parasitic nature, they
cannot be cultivated in-vitro and can be stably maintained only in plants. This has hampered the
understanding of their biology and their interaction with both plant and insect hosts.
Phytoplasmas encode specific pathogenicity factors called effector proteins. These proteins
interact with host protein targets and interfere with the host metabolism causing different levels
of symptoms like the abnormal proliferation of shoots, yellowing of the leaves, and dwarfism, to
mention a few. Despite being central in the relationship between these pathogens and
host-plants, identification of effector proteins remains challenging. Indeed, among the 49
phytoplasmas with available sequencing information only 5 effectors are characterized, namely
SAP05, SAP11, SAP54, PHYL1, and TENGU. Here we present LEAF, a machine-learning
approach based on a random forest model to predict effector proteins in phytoplasmas. LEAF is
trained on a total of 479 proteins from different phytoplasma species. We combined features
extracted from the literature description of small secreted proteins with the physicochemical
characteristics of protein sequences by using a novel software called MOnSTER. Comparing the
resulting predictions on 6 proteomes of phytoplasmas with those of standard and recent methods
for effector prediction in bacteria, we proved that LEAF has competitive predictive power of
known and putative new effector proteins in the Candidatus phytoplasma genus.
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Phytoplasmas are plant-pathogenic, phloem-restricted, bacteria assigned to the class Mollicutes. They are
cell wall-less pleomorphic bacteria of 0,2-0,8 μm in size that infect both ornamentals and crop plants,
causing huge economic losses per year, worldwide [1,2,3]. Only recently it was discovered that phytoplasmas
encode pathogenicity factors strongly linked with the progress of the disease. These factors are described as
small secreted proteins able to interfere with the host metabolism and are defined as effector proteins. To
date, the best-characterized effector proteins in phytoplasmas are: TENGU, which causes dwarfism and
altered flower structures [4]; SAP05 which interferes with plant vegetative growth [5]; SAP11 which causes
abnormal proliferation of young shoots and changes in leaves shape [6,7]; SAP54/PHYL1 two homologous
effectors that cause phyllody symptoms (flowers develop into leaf-like flowers) [8,9].

The impossibility to cultivate phytoplasmas under axenic conditions because of their parasite behavior,
hinder the experimental studies focused on the identification of effector proteins. Similarly, in silico
identification of effector proteins exclusively based on the overall sequence similarities is inefficient due to
their protein sequence variability. Nowadays, current methods for effector identification in phytoplasmas are
only based on the presence of signal peptide, but it is important to consider that not all the secreted proteins
are effectors and that some effector proteins are secreted by nonclassical pathways [10]. Moreover, it is
shown that in gram + bacteria, ancestors of phytoplasmas, the h-region of signal peptides is longer than
usual, making them more similar to transmembrane regions and undetectable by software specifically
designed for signal peptide prediction [11].

The identification of further effector proteins would contribute to the understanding of the biological
mechanisms enhancing the disease development, providing new knowledge for the development of novel
intervention strategies for the pest management. A recent attempt to develop a tool to predict effectors based
on learning models is Deepredeff, a convolutional neural network trained on bacteria sequences (gram+ and
gram -) [12]. However, there is an urgent need for further novel approaches to improve the prediction of
effector proteins. Lately the application of learning models to prediction tasks in biology has shown a great
potential [13]. Hence the aim of our work is to build a computational method employing a learning model to
efficiently predict effector proteins. Due to the fragmented understanding of phytoplasmas effectors, we first
performed an extensive literature mining to identify characteristics to better describe these proteins. We
found that sequence length and signal peptide are the most used features for effector prediction but the latter
suffers from the above-mentioned problems. To compensate for this we introduced, as features, the
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predictions of the transmembrane domain. Since it is shown that some effector proteins exhibit intrinsically
disordered regions, we also introduced this as a feature. Then, to complete the set of features, we focused on
functional protein motifs and also developed the MOnSTER software. Briefly, by studying the
physicochemical characteristics of a set of sequences, MOnSTER creates clusters of short sequence motifs
found in protein sequences (CLUMPs). The assumption of MOnSTER is that different amino acids can share
similar physicochemical traits and that implies similar properties of these motif sequences. Therefore, it
provides a measure of shared motif characteristics in contrast with the sole motif abundance used by other
available methods [14, 15, 16].

Afterwards we fed LEAF, a collection of random forest models, with a training dataset consisting of both
validated and automatically annotated effector proteins, as positive class, and proteins known to be
functionally different from effector proteins having curated annotations, as negative class. Among the several
supervised learning algorithms, we choose the random forest because of the small and slightly unbalanced set
of known examples at our disposal, and its robustness to outliers, feature correlation, and mixed feature
types. We collected, in total, 30 features calculated on 479 proteins and we used different feature
combinations to develop three random forest models. Each random forest uses a 5-fold Cross Validation
approach for training and testing itself on unseen data, thus using the entire starting dataset. The model takes
advantage of the bagging ensemble method to perform the classification. The idea behind the bagging
method is that the final prediction benefits from the combination of the predictions of different models. Thus
the results of the three instances of the model are combined in a consensus prediction. From the comparison
with other current methods for effectors prediction, we show that LEAF outperformed them and its
application reached comparable but more exhaustive performances when applied to 6 proteomes of
Candidatus phytoplasma.

2 Document Structure

2.1 Extended methods

For the training dataset selection and curation, we used the Uniprot database (release 2022_01) starting
with choosing proteins uniquely belonging to the phytoplasmas TAXID 33926. Proteins annotated as
Effector, SAP05, SAP11, SAP54, TENGU, or PHYL1/phyllody, are selected to be the positive class. In total,
the training set contains 184 effector protein sequences. Conversely, proteins with a manually reviewed
annotation that is not referring to effectors, are included in the negative class, for a total of 295 non-effector
proteins. No putative effectors or protein fragments are included in the training dataset.
To extract characteristic features of effectors, several publicly available software are used (SignalP4.1 [17],
TMHMM [18], MobiDB-lite [19], Prosite [20]), except for MOnSTER that we developed in the present
study. MOnSTER takes as inputs a list of protein motifs and two fasta files containing positive and negative
class sequences. It measures 13 physicochemical properties of motifs (e.g. pH, hydropathy, amino acids
dimension, and composition), and creates clusters of motifs (CLUMPs). MOnSTER uses a discriminative
approach exploiting the presence of a predicted list of motifs and measuring their enrichment in the positive
class. A new scoring function is introduced with this software, called MOnSTER-score, assigned to each
detected CLUMP. This score is an integration of three different scores, the former focused on giving more
importance to CLUMPs' amino acid composition, preferring motif sequences present in the positive class,
and the latest two based on the Jaccard index modified to prefer occurrences of motifs in the positive class
and the number of sequences in the positive class presenting motifs in the considered CLUMP. The higher
the MOnSTER-score the more the CLUMP is specific for the positive class.

The final selected features include (i) sequence length; (ii) signal peptide (using the D-score of SignalP 4.1
software); (iii) transmembrane domain (TM) information, more specifically, (iii.1) number of predicted
TMs, (iii.2) expected number of aminoacids in TMs, (iii.3) expected amino acids in the first 60 positions of
TM helices, (iii.4) probability that the N-term is on the inner side of the membrane, (iii.5) warning for signal
peptide N-term (if iii.3 > 10); (iv) length of intrinsically disordered regions, when present; (v) occurrences of
functional protein motifs of positive class; (vi) occurrence of selected CLUMPs by MOnSTER-score > mean
CLUMPs scores; (vii) four features each representing consecutive 25% of a protein sequence and having, as
feature-value, the occurrence of motifs belonging to previous selected CLUMPs. All the software cited
before are used with the default parameters except for SignalP 4.1 which is configured as in the work of
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Garcion et. al [11].
The aforementioned features will be considered from now on as three distinct sets, each used to train a
dedicated random forest: LEAF-all including all of them, LEAF-motifs comprising features from (i) to (v),
LEAF-MOnSTER containing features from (i) to (iv) plus (vi) and (vii).

To overcome the issues of the tiny dataset of protein sequences, 5-fold Cross-Validation (80% of data for
the training set and 20% for non-overlapping test sets), is used. Training results are then stored in a first set
of output files containing both performance measures and an assigned prediction-probability to each protein.
This probability derives from the base-structure of a random forest, in which each belonging tree gives its
prediction and the majority of resulting votes for one of the two classes (putative effector or non-effector),
constitute the class-prediction for each protein. The best model of both LEAF-all, -motifs and -MOnSTER
random forests, is then applied to protein sequences of interest and the final output file is created, containing
the class prediction probability of each protein in the input set. A summary of the complete workflow is
shown in Fig. 1.

Fig 1. LEAF complete workflow. Starting from protein sequences, SignalP4.1,
TMHMM, MobiDB-lite, Prosite and MOnSTER are used to generate a protein
feature table. This table is rearranged into three, to contain a different selection
of features and then to feed a corresponding random forest (LEAF-motifs,
LEAF-MOnSTER and LEAF-all). After training, the best model of each random
forest instance is used to predict effectors (consensus predictions), on a novel
set of protein sequences. Outputs consist of protein predictions associated with
a class-probability prediction, and performance measures of the training phase.
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2.2 Main findings

The average performances of the three LEAF models reached an accuracy of 97%, a weighted F-measure
of 97,3%, a precision of 96,9%, and a recall of 96,4%.
To evaluate the performances of our model we also compared its performances with the only two other
methods available: SignalP and Deepredeff, on the training set. Performances derived from SignalP4.1
reached an accuracy of 92,6% (weighted F-measure of 92,6%), a precision of 92,5%, and a recall of 88%.
The lower performance of this method compared to LEAF is a reflection of the presence of signal peptides in
proteins that are not effectors and effector proteins for which the signal peptide is not predicted by
SignalP4.1. The lowest performances are reached by Deepredeff for which the accuracy and the F-measure,
16,7% and 39,5%, respectively, show an important drop compared with the other two methods resulting in
72,3% of information loss. Here both positive and negative classes are misclassified by the model
emphasizing the peculiarities of phytoplasmas effector proteins. Importantly, LEAF outperformed both the
above-mentioned software that showed lower sensitivity compared to it (Table 1).

To show the performances of LEAF on protein sequences of interest, we selected the best model between
the 5-fold Cross-Validation for each of the three models and used them to predict effector proteins in 6
phytoplasma proteomes never seen by the models, namely: Candidatus phytoplasma oryzae, strains Mbita1
(UP000249343), and NGS-S10 (UP000070069), Candidatus phytoplasma phoenicium, strains ChiP
(UP000238672), and SA213 (UP000037086), Candidatus phytoplasma pruni, strain CX (UP000037386),
and Maize bushy stunt phytoplasma (CP015149, included in the 16S group of Candidatus phytoplasma
asteris).
Using the ensemble method for the predictions, LEAF classified, on average, 17% of effector proteins in the
overall phytoplasma proteomes.
The application of SignalP4.1 and Deepredeff on the same proteomes have resulted, on average, in 26%, of
effector proteins predicted by SignalP4.1 and on average 66% effector proteins for Deepredeff (Table 1).
Altogether these results suggest the validity of our novel method and rule out Deepredeff from further
analysis on phytoplasmas effectors.

Accuracy
(%)

F-measure
(%)

Precision
(%)

Recall
(%)

Effectors in 6
Ca.P.

proteomes(%)

LEAF 97,4
(±1,4%)

97,3
(±1,5%)

96,9
(±1,9%)

96,4
(±2,7%)

17 (±3.9%)

SignalP4.1 92,6 92,6 92,5 88 26 (±3%)

Deepredeff 16,7 39,5 5 6,5 66 (±2,8%)

Table 1. Summary of different tools performances on the training set and averaged proportion of
predicted effectors in 6 proteomes of phytoplasmas.

To further investigate the characteristics of putative effector proteins predicted by SignalP4.1 or LEAF , we
performed a compositional analysis on annotations of the totality of the predictions (Fig. 2). In particular, the
annotations of predicted proteins by SignalP4.1 comprise not only effector proteins but also ribosomal
proteins, permeases, many uncharacterized proteins, and almost no putative effector proteins (Fig. 2b and c).
On the other hand, putative effector proteins are differently abundant in the annotation of effectors by LEAF,
together with hypothetical proteins, FtsH proteases, and AAA+ ATPases (Fig. 2a and c). These last
categories are very interesting, especially considering the higher number of FtsH proteases predicted by
LEAF (Fig. 2c). In fact, it has recently been demonstrated that polymorphisms in FtsH proteases and AAA+
ATPases proteins can be related to virulence in Apple Proliferation phytoplasma strains causing mild to
severe symptoms in apple plants, linking these proteins with pathogenicity characteristics [21]. These
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findings highlight the potentiality of LEAF in the refinement of effector proteins prediction with reliable
actual annotations. The fact that all the mentioned effector-related annotations detected by LEAF fall in the
range of 100-95% of positive class-probability predictions suggest an efficient skimming of the putative
effectors to be experimentally validated.

Fig 2. All the figures consider the overall annotations from the 6 phytoplasmas proteomes. a.
Representation of annotations proportion for effectors having prediction of positive class-probabilities
≥ 95% assigned by LEAF. b. Due to different metrics for effector predictions, a comparison with a. is
made by considering the annotations for the same number of predicted effectors, ranked by D-score of
SignalP4.1. c. Representation of different abundances in annotations for predicted effectors between
the overall set of annotations from LEAF and SignalP4.1. *domain-containing protein,
**Immunodominant membrane proteins, ***Chromosome segregation ATPase, Prolyl oligopeptidase
family protein, Acyltransferase family protein, Lipoprotein, Solute-binding protein family.

2.3 Conclusions and further directions

The development of a novel effector predictor in phytoplasmas is aiming to compensate for the lack of
reliable methods for this scope taking into account the biological complexity of these specific and elusive
proteins. We demonstrated that by combining efficient feature selection of peculiar traits of effector proteins
in the Candidatus Phytoplasma genus, and supervised learning strategy as random forest it is possible to
outperform standard and recent methods in the prediction of phytoplasmas effector proteins. LEAF, indeed,
provides a more accurate list of possible candidate effectors that, thanks to the positive class-probability
value assigned to each prediction, can be further evaluated by biologists for experimental validation. In terms
of future perspective, we are expecting that this method can be further improved and generalized in the first
place to other plant-pathogenic bacteria and more.
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Abstract Population genetics often use complex, and hence intractable, generative mod-
els, that can be studied using likelihood-free simulation-based inferential methods such as
Approximate Bayesian Computation (ABC). ABC starts by simulating a large number of
datasets from a set of proposed models, each model encompassing an evolutionary scenario
and a set of priors, and then compares the observed dataset to those simulated using ade-
quate statistical measures, for e.g. model selection or parameter inference. Goodness-of-fit
(GOF) methods aim at evaluating the level of adequacy between the observed dataset and
a given model of interest, typically using an hypothesis-testing approach [1]. In an ABC
context, this question can be re-framed as a novelty detection problem, in which one seeks
to evaluate to which extent the observed dataset is an outlier compared to the simulated
datasets. Many scores have been used as metrics to construct GOF test statistics and have
been extensively tested in the literature [2]. Here we show that the approach proposed by
[1] amounts to using a k-Nearest Neighbors (k-NN) metric, and we propose an alternative
score based on the Local Outlier Factor (LOF) [3]. The LOF-based approach provides a
substantially higher power than the k-NN-based one in controlled experiments based on toy
as well as in complex population genetics models. We finally illustrate our LOF-based GOF
method with a population genetics dataset composed of Single Nucleotide Polymorphism
(SNP) markers to study a set of evolutionary scenarios of modern Human populations.

Keywords generative models, goodness-of-fit, statistical tests, novelty detection, likelihood-
free, population genomics, Single Nucleotide Polymorphism.

1 Introduction

In several disciplines such as population genetics, the amount of accessible data is growing, in size
and in complexity, at an astonishing rate. Therefore, one has to develop complex models to try to
explain all the subtleties of the data. This complexity comes at a cost, as the associated likelihood
functions are often intractable. However, these models are often generative, and statistical methods
relying on simulations, such as Approximate Bayesian Computation (ABC) [4], have been developed
to circumvent this issue.

In a Bayesian setting, a model m is defined as a couple encompassing a prior distribution on the
parameter space πm(θ) and a likelihood function fm(z|θ), so that Pm(z) =

∫
fm(z|θ)πm(θ)dθ. If the

likelihood is intractable, one still can draw samples from it through simulations:

θi ∼ πm(θ), zi ∼ fm(z|θi), 1 ≤ i ≤ N.

For the vast majority of applications, summary statistics η(zi) are computed to reduce the dimension-
ality of the data. The simulated parameters and statistics are then gathered in a reference table (see
Tab. 1), that can be used for further statistical analysis.

Goodness-of-fit (GOF) aims at testing whether an observed dataset zobs is likely or not to have
been generated by a given model m. Lemaire et al. [1] proposed an hypothesis testing procedure to
test whether, for a given model, ηobs = η(zobs) lies inside of the empirical distribution of the ηi = η(zi)
from the reference table. It relies on the following test statistic:

Dm(η) =
1

ñ

ñ∑

j=1

d(ηj , η), (1)
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i = 1 θ1 z1 η(z1)

. . . . . . . . . . . .

i = N θN zN η(zN )

Tab. 1. A Reference table for a given Bayesian generative model m. Each row i is associated with a
set of parameter θi drawn from a prior, generated data zi and summary statistics ηi = η(zi).

where d is the euclidean distance and the set {ηj}1≤j≤ñ is the set of the ñ nearest simulated summary
statistics with η. In practice, they chose ñ as a given fraction of the total number of simulations N with
the model m, for instance ñ/n = 1%. In their words, “finding an observed summary statistic outside
of the range of the distribution is an indication of poor fit”. Therefore, Dm(ηobs) is a goodness-of-fit
statistic. Indeed, if this statistic is too large, it indicates that the explanatory power of the tested
modelm is not adapted to describe the observed data. More precisely, for a given modelm, they report

the p-value Pm

(
Dm(η(z)) ⩾ Dm(η(zobs))

)
, with z ∼ Pm, that is conditional on the reference table

through the definition of Dm. Unfortunately, this p-value has no closed form, but it can be estimated
using simulations. Indeed, using H other summary statistics {ηh = η(zh)}1≤h≤H , with zh ∼ Pm, we
have the usual empirical approximation:

Pm

(
Dm(η(z)) ⩾ Dm(η(zobs))

)
≈ 1

H

H∑

h=1

1
(
Dm(ηh) ⩾ Dm(ηobs)

)
. (2)

If the result is less than, say, 5%, then we reject the model m for this observation zobs. In this case,
the test concludes that the model m of interest (i.e. the couple scenario - prior) needs to be improved.

2 A novelty detection algorithm: LOF

A crucial observation is that the GOF problem described above can be re-framed as a novelty
detection problem. Indeed, the question is, given a dataset of points ηi from the reference table, that
all come from distribution defined by the model m, can we detect whether ηobs is novel compared to
them, i.e. whether it can be considered as an outlier in this dataset ? This simple observation unlocks
the use of the novelty detection literature, which has been steadily growing over the past few decades.
Depending on the type of outliers considered, several reviews and benchmarks (see e.g., [5,2]) are
available to compare the many existing methods.

Having this in mind, the statistic defined in (1) can be recognized as the well-known mean k-
Nearest Neighbors statistics (k-NN) with k = ñ, which is widely used for outlier detection (see e.g.
[6]). In this paper, as an alternative to this k-NN statistics, we focus on the Local Outlier Factor
(LOF, [3]) statistic. In preliminary tests (not shown here) the LOF indeed proved to be a reliable and
easy to compute statistic, that only relies on a single and easy to understand hyperparameter (k). The
original LOF algorithm computes a Local Outlier Factor for every point in an empirical distribution
as shown in Fig. 1. It relies on the k-local reachable density in x with respect to the dataset R = {xj}:

Fig. 1. Local Outlier Factor taken from [3]. Outliers need to be defined relatively to the local density
of the points around them. It is worth noting that some clusters of points do not have the same local
density, which could bias the statistic (1).
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lrdk(x;R) =


1

k

∑

p∈Nk(x;R)

reach-dist(x, p)




−1

, (3)

where reach-dist(x, p) = max
(
d(x, p), k-dist(p;R)

)
, with k-dist(p;R) is the kth nearest distance be-

tween p and points in R, and Nk(x;R) are the k nearest points of x in R (excluding x).

The authors of LOF in [3] use the reach-dist rather than simply euclidean distance to stabilize
the lrd. It is worth stressing that if we were to replace the reach-dist by the euclidean distance, then
we would find an identity between (1) and (3) that is lrdk(x;R)−1 = Dm(x) with k = ñ and R the
set of summary statistics coming from model m in the reference table. This relationship means that
the GOF statistic (1) is local. But, as illustrated in Fig. 1, the density of points in a distribution
could sensibly vary. Therefore it does not seem appropriate to use directly Dm as a goodness-of-fit
statistic. Indeed, some points can have a much smaller density than others without being outliers or
novel points. In order to fix this issue of globally changing density, the LOF statistic is defined with
a ratio as:

LOFk(x;R) =

1
k

∑
p∈Nk(x;R) lrdk(p;R)

lrdk(x;R)
. (4)

This statistic is fully local and can be nicely interpreted. For instance, LOFk(x;R) ≈ 3 means that
the density in x is three times smaller than the average density of its neighborhood. Then, we can
use the approach discussed in introduction to define a new goodness-of-fit measure that is the same
as (2) with Dm(·) replaced by LOFk( · ;R):

Pm

(
LOFk(η(z);R) ⩾ LOFk(η(zobs);R)

)
≈ 1

H

H∑

h=1

1
(
LOFk(ηh;R) ⩾ LOFk(ηobs;R)

)
.

Interestingly, the only hyperparameter of LOF is an integer k (often defaulting to ≈ 20 in practice),
which defines the size of the neighborhood. In order to avoid the difficult choice of a ”good” value
for k, the authors in [3] suggest to define a Max-LOF statistic: Max-LOF(x,R) = max

k∈I
LOFk(x,R)

where I is an interval of integers between, e.g., 5 and 20.

3 Power Computations

In order to compare the goodness-of-fit measure by LOF and Mean k-NN, we compute a p-value
as Eq. 2 for various models m with multiple pseudo-observed zobs (≈ 1000 in practice) simulated from
an other model m̃. We gather those different p-values to compute a power with a probability α of
Type I error:

Power = Pzobs∼m̃

(
Pz∼m

[
T (η(z), R) ⩾ T (η(zobs), R)

]
⩽ α

)
, (5)

where T (·, R) is the goodness-of-fit statistic (either LOF or Mean k-NN). This statistical power is
conditioned on the empirical distribution R from the reference table representing the distribution of
model m.

Suppose m̃ ̸= m and suppose also that this power is equal to 90%. This means that, when
generating zobs from m̃, the test correctly rejects the model m at the level α with a probability
0.9. Obviously (i.e. by construction), if m̃ = m, the distribution of p-values is uniform, so we have
Power = α, and in this case the test wrongly rejected the model m with probability α. See Fig.2 Left
panel for an illustration based on the toy example detailed in section 4.

To compute this power we use twice the same approximation as in Eq. 2. We note {ηh = η(zh)}1⩽h⩽H

with zh
iid∼ Pm and {ηjobs = η(zjobs)}1⩽j⩽J

with zjobs
iid∼ Pm̃, then this approximation follows:

Power ≈ 1

J

J∑

j=1

1

(
1

H

H∑

h=1

1
(
T (ηh, R) ⩾ T (ηjobs, R)

)
⩽ α

)

=
1

J
#{ j | 1 ⩽ j ⩽ J, T (ηjobs, R) ⩾ T1−α},

(6)
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where T1−α is the 1− α quantile of {T (ηh, R)|1 ⩽ h ⩽ H}, and # indicates the cardinal of the set.

In practice, we use H = J = 1000 with a data set R of 10000 points. In the examples and
illustrations detailed in sections 4 and 5, the probability α of a Type I error is set to 0.05.
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Fig. 2. Examples of distribution of p-values. Left : When m = m̃ the distribution is uniform. Right :
Here m = m1 Gaussian and m̃ = m2 Laplace, see section 4 for the definition of m1 and m2. The more
concentrated near zero the distribution is, the greater the power is.

4 Toy example

In this first example, we consider two Bayesian generative models that we will call Gaussian and
Laplace respectively, defined as follows:

m1 Gaussian: θ = (µ, σ) ∼ U(−5, 5)⊗ U(1, 4), then (zi)1⩽i⩽d
iid∼ N (µ, σ2)

m2 Laplace: θ = (µ, σ) ∼ U(−5, 5)⊗ U(1, 4), then (zi)1⩽i⩽d
iid∼ L(µ, σ2)

(7)

with densities Pm1(zi|θ) = (2πσ2)−
1
2 e−

1
2
(zi/σ)

2
and Pm2(zi|θ) = (2σ2)−

1
2 e−

√
2|zi/σ|, so that the mean

and the standard deviations are µ and σ for both models.

The vector z = (zi)1⩽i⩽d represents our raw data that needs to be reduced by summary statistics,
in practice d = 350. We choose 20 L-moments that are robust statistics of mean, standard deviation,
kurtosis, skewness and higher order moments, computed thanks to the R library lmom [7].
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Fig. 3. Left : The two first axis of a PCA computed in the space of summary statistics, with red points
generated from the Gaussian model and blue points from the Laplace model. Center : Power of the
goodness-of-fit test for various k values. The pseudo-observed datasets comes from the Laplace model
and the reference table is simulated with the Gaussian one. In this case, it is easy to conclude that
the pseudo-observed datasets does not come from the tested model (cf. high power for both LOF and
Mean k-NN). Right : The pseudo-observed datasets comes from the Gaussian model and the reference
table is simulated with the Laplace one. In this case, it is harder to conclude that the pseudo-observed
does not come from the tested model (cf. substantially lower power for Mean k-NN and to a lower
extent for LOF). The red line is the power with the Max-LOF statistic.

In Fig. 3, one can see the first two axes of a PCA computed in the space of summary statistics
for 1000 points from m1 and 1000 points from m2. This shows that the support of the distribution

93



of the Gaussian model m1 is included in the support of the distribution of the Laplace model m2.
Therefore, the goodness-of-fit of the Gaussian model m1 is expected to be often poor if a pseudo-
observed dataset comes from the Laplace model m2, whereas if a pseudo-observed comes from the
Gaussian model m1 the goodness-of-fit of the Laplace model m2 will often be good. This asymmetry
explains why the power defined in (5) shown in Fig. 3 is greater when we compute the goodness-of-fit of
datasets generated from the Laplace model with a reference table simulated according to the Gaussian
model, than when we exchange those two models.

This first toy example shows that the LOF-statistic performs well. In the easy case (Center panel
in Fig. 3), Mean k-NN is slightly better for some values of k, but in either case the power is greater
than 0.99. In the more difficult case (Right panel in Fig. 3), LOF clearly outperforms Mean k-NN,
and, excluding the very small values of k, the worst k-values for LOF give better results than the
optimal k-value for Mean k-NN.

5 Example using population genetics models with simulated pseudo-observed
SNP datasets

We considered a case study where one wants to oppose two evolutionary scenarios of four popula-
tions using 5000 single nucleotide polymorphism (SNP) genetic markers genotyped for 10 individuals
per population. These two scenarios are depicted in Fig. 4. In scenario 1, populations diverged serially
from each other, population 1 being the ancestral population (pop 1 → pop 2 → pop 3 → pop 4). In
scenario 2, populations 2, 3 and 4 diverged independently from the ancestral population 1 (pop 1 →
pop 2, pop 1 → pop 3, and pop 1 → pop 4).

Scenario 1 

Pop 4 Pop 2 Pop 3 Pop 1 

Past 

Present 

t2 

t4 

0 

t3 

N3 N2 N4 N1 

Pop 2 Pop 4 Pop 3 Pop 1 

Scenario 2 

Fig. 4. Illustrations of the two evolutionary scenarios considered in the population genetics example
of section 5. In Scenario 2, pop 1 is a common ancestral population.

These scenarios are often opposed when analyzing invasion or colonization histories, with scenario
1 corresponding to the case of a cascade of secondary invasion (colonization) events after a primary
invasion (colonization) event and scenario 2 corresponding to the case of multiple independent invasion
(colonization) events from a single source population. We used the package ABC Random Forest v1.0
[8] to simulate a reference table including 10000 simulated datasets for each scenario, using the follow-
ing prior distributions for the historical and demographical parameters: U [1000; 10000] distributions
for the effective population sizes N1, N2, N3 and N4 in number of diploid individuals, and U [10; 1000]
for the divergence times t2, t3 and t4 in number of generations (with t2>t3 and t3>t4). For each sce-
nario, we also simulated in the same manner a test dataset including 1000 pseudo-observed datasets.
The observed and simulated SNP datasets were summarized using a total of 130 summary statistics
describing genetic variation within populations (e.g. proportion of monomorphic loci, heterozygosity,
population-specific FST) and between pair, triplet or quadruplet of populations (e.g., Nei’s distance,
Fst-related statistics, Patterson’s allele-sharing f-statistics, coefficients of admixture) to describe ge-
netic variation among various population combinations (see [8] for details). A simple PCA analysis
processed on the summary statistics values generated under the scenario 1 and scenario 2 indicates
that the two datasets are only mildly overlapping (Fig. 5 Left panel).
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Fig. 5. Left : First two axes of a PCA computed in the space of summary statistics. 1000 blue
points come from scenario 1 and 1000 red points of summary statistics come from scenario 2. Center
and Right panels: Power of the goodness-of-fit test for various k values. Center panel: The pseudo-
observed comes from the scenario 2 and the reference table is simulated with the scenario 1. Right
panel: The pseudo-observed comes from the scenario 1 and the reference table is simulated with the
scenario 2. The red line is the power with the Max-LOF statistic.

This second example nicely illustrates the superiority of LOF over Mean k-NN statistic for goodness-
of-fit purposes in a population genetics context. The statistical power is always significantly higher
with LOF than with Mean k-NN. Furthermore, the value of k does not seem crucial as indicated by
[3] and the power of Max-LOF is nearly optimal.

6 Illustration on a real SNP dataset of Human populations

We applied our goodness-of-fit methodology on a real dataset including 24,690 independent SNP
markers (with a minimum allele frequency of 0.01) genotyped in four Human populations (30 indi-
viduals per populations) by The 1000 Genomes Project Consortium (2012) [9]. The four populations
include Yoruba (Africa), Han (East Asia), British (Europe) and American individuals of African an-
cestry. Six scenarios of evolution of the four Human populations were compared (Fig. 6). Following
[8], we used the package ABC Random Forest v1.0 to simulate 10000 points per scenario. The ob-
served and simulated SNP datasets were summarized using 130 summary statistics. See [8] for details
regarding SNP data and summary statistics features. See also Fig. 6 legend for the prior distributions
of demographical parameters used for simulation. A simple PCA analysis processed on the summary
statistics values generated under the six different scenario-prior couples indicate that the simulated
datasets are substantially overlapping, including in the area around the observed dataset (not shown
here).

Scenario 1 2 3 4 5 6

GOF by Max-LOF 0 0.088 0.004 0 0.002 0

± 0.001 ± 0.009 ± 0.002 ± 0.001 ± 0.001 ± 0.001

GOF by Mean k-NN 0 0.258 0.077 0 0.018 0.018

± 0.001 ± 0.013 ± 0.008 ± 0.001 ± 0.004 ± 0.004

Tab. 2. P-values for each of the six proposed scenarios of Human evolution estimated for a real SNP
dataset. We used H = 1000 and standard errors on p-values were computed as

√
p(1− p)/H. We use

k=1 as previous examples suggested that it is the more powerful value for GOF by Mean k-NN.

A Random Forest algorithm, processed as detailed in [8], selected the scenario 2 as the best forecast
scenario with a posterior probability of 0.987. Considering previous population genetics studies in the
field, it is not surprising that scenario 2, which includes a single out-of-Africa colonization event giving
an ancestral out-of-Africa population with a secondary split into one European and one East Asian
population lineage and a recent genetic admixture of Americans of African origin with their African
ancestors and European individuals, was selected (e.g [10]). Using the observed dataset as target, we
then applied our GOF methodologies on the six scenario-prior couple using 10 000 simulated datasets
for each couple. Results are summarized in Table 2. GOF values are greater than 5% , i.e. 25.8% for
GOF by Mean k-NN and 8.8% for GOF by Max-LOF, indicating an absence of major misfit between
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Fig. 6. Six scenarios of evolution of four modern Human populations. The genotyped populations
are YRI = Yoruba (Nigeria, Africa), CHB = Han (China, East Asia), GBR = British (England and
Scotland, Europe), and ASW = Americans of African Ancestry (USA). The six scenarios differ from
each other by one ancient and one recent historical event: (i) a single out-of-Africa colonization event
giving an ancestral out-of-Africa population which secondarily split into one European and one East
Asian population lineage (scenarios 1, 2 and 3), versus two independent out-of-Africa colonization
events, one giving the European lineage and the other one giving the East Asian lineage (scenarios
4, 5 and 6). (ii) The possibility (or not; scenarios 1 and 4) of a recent genetic admixture of ASW
individuals with their African ancestors and individuals of European (scenarios 2 and 5) or East Asia
(scenarios 3 and 6) origins. The prior distributions of the parameters used to simulate SNP datasets
are as followed: U [100; 10000] for the split times t2 and t3 (in number of generations), U [1; 30] for the
admixture (or split) time t1, U [0.05; 0.95] for the admixture rate ra (proportion of genes with a non-
African origin; only for scenarios with admixture), U [1000; 100000] for the stable effective population
sizes N1, N2, N4, N4 and N34 (in number of diploid individuals), U [5; 500]Uniform[5; 500] for the
bottleneck effective population sizes Nbn3, Nbn4, and Nbn34, U [5; 500] for the bottleneck durations
d3, d4, and d34, U [100; 10000] for both the ancestral effective population size Na and the time of
change to Na. Conditions on time events were t4>t3>t2 for scenarios 1, 2 and 3, and t4>t3 and
t4>t2 for scenarios 4, 5 and 6.

the observed dataset and the selected scenario 2-prior couple. In agreement with the higher power of
the GOF by LOF method revealed in our previous simulation-based studies, GOF values were globally
lower when using the GOF by LOF method. GOF p-values were particularly low (i.e. < 5%) for five
scenarios (i.e. scenarios 1, 3, 4, 5 and 6) using the GOF by LOF method and for four scenarios (i.e.
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scenarios 1, 4, 5, 6) using the GOF by Mean k-NN method, revealing the presence of major misfits
between the observed dataset and those simulated with these scenario-prior couples.

7 Discussion

The hypothesis-testing GOF approach proposed by [1] could theoretically be adapted to any outlier
or novelty detection algorithm. Here, we studied the LOF algorithm because of its simplicity and the
absence of fine tuned hyperparameters. In agreement with this, we observed that, for all tests we
performed, the optimal k value were always around 15 and that the power is globally not dramatically
influenced by the precise value of k. We found that LOF provides better result than Mean k-NN. This
is because the density of a complicated distribution may change in the big summary statistic space.
This suggests that it might be of interest to develop and test (even) more complex outlier scores.

It is worth (re)stressing here that we tested the adequacy between observed summary statistics
and a marginal distribution Pm that depends on a prior distribution for parameters. Consequently,
this GOF methodology depends on the prior distributions of the scenario - prior couple, a feature
confirmed by several test we processed using different prior sets (results not shown). Practitioners
might (also) want to validate their selected models and the inferred (posterior) parameters. We are
currently working on the extension of our GOF methodologies to test a couple scenario - posterior
instead of a scenario - prior couple.

Finally, simulations of datasets from complex models such as those used in population genetics are
often computationally expensive. One would hence save a lot of computation time and resources if
one could early identify models that are really off relatively to the observed dataset of interest from
a low number of simulations. As a matter of fact, if the GOF p-value computed from a low number
of simulations turned out to be low for some of the compared model, then it would not be worth
simulating additional datasets for those models for the following inferential steps (model choice and
parameter estimation). The GOF by LOF methodology we propose also provide an efficient tool for
this purpose.
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Gaucherot1,5,7, Maxime Garcia1,5,7, Florian Laforêts1,5,7, Virginie Marcel1,5,7, Jihane
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1038/s41467-021-27847-8

Mechanisms of drug-tolerance remain poorly understood and have been linked to genomic but also
to non-genomic processes. 5-fluorouracil (5-FU), the most widely used che- motherapy in oncology is
associated with resistance. While prescribed as an inhibitor of DNA replication, 5-FU alters all RNA
pathways.

Here, we show that 5-FU treatment leads to the production of fluorinated ribosomes exhibiting
altered translational activities. 5-FU is incor- porated into ribosomal RNAs of mature ribosomes
in cancer cell lines, colorectal xenografts, and human tumors. Fluorinated ribosomes appear to be
functional, yet, they display a selective translational activity towards mRNAs depending on the nature
of their 5′-untranslated region. The translational selectivity was determined by bioinformatic analysis
of deep sequencing data that combine RNA-seq of both the cytosomal and polysomal fractions of
mRNAs.

As a result, we find that sustained translation of IGF-1R mRNA, which encodes one of the most
potent cell survival effectors, promotes the survival of 5-FU-treated colorectal cancer cells. Alto-
gether, our results demonstrate that man-made fluorinated ribosomes favor the drug-tolerant cellular
phenotype by promoting translation of survival genes.

This work has been published in 2022 in Nature Communications [1].
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Abstract  Feed restriction occurs frequently during pig growth, either due to economic reasons or stressful 

environmental conditions. Local breeds are suggested to have better tolerance to periods of feed restriction. 

However, the mechanisms underlying the response to feed restriction in different breeds is largely unknown.  

The aims of the present study were 1) to compare the transcriptome profile in response to feed restriction and 

refeeding of two contrasted breeds, Large White (LW), which has been selected for high performance, and 

Creole (CR), which is adapted to tropical conditions, and 2) to investigate the effect of a moderate feed 

restriction and refeeding on whole blood transcriptome. Analysis of blood transcriptome allows to study the 

response to feed restriction and refeeding in a dynamic way. RNAseq was performed on blood samples of 

growing LW and CR pigs at two time points: after 3 weeks of feed restriction and after 3 weeks of refeeding. 

The data was compared with samples from control animals offered the same diet on an ad libitum basis 

throughout the whole experiment. In terms of performance, CR pigs were less impacted by feed restriction 

than LW. The transcriptional response to feed restriction and refeeding between CR and LW was contrasted 

both in terms of number of DEGs and enriched pathways. CR demonstrated a stronger transcriptional 

response to feed restriction whereas LW had a stronger response to refeeding. Differences in the 

transcriptional response to feed restriction between CR and LW were related to cell stress response 

(Aldosterone Signalling, Protein ubiquitination, Unfolded Protein Signalling) whereas after refeeding, 

differences were linked to thermogenesis, metabolic pathways and cell proliferation (p38 MAPK, ERK/MAPK 

pathway). In both breeds, transcriptional changes related to the immune response were found after restriction 

and refeeding. Altogether, the present study indicates that blood transcriptomics can be a useful tool to study 

differential genetic response to feed restriction in a dynamic way. The results indicate a differential response 

of blood gene expression to feed restriction and refeeding between breeds, affecting biological pathways that 

are in accordance with performance and thermoregulatory results.  

Keywords Blood transcriptome, feed restriction, refeeding, Creole pig, tropical climate  

 

1. Introduction  

During the growing period, pigs may encounter periods of feed restriction due to economic reasons or 

environmental factors. When facing stressful environmental conditions, such as heat stress, poor sanitary 

conditions, social stress or disease pressure, pigs reduce their feed intake, leading to feed restriction [1]–[3]. 

During these periods of feed restriction, the growing pig must adjust its metabolism to maintain homeostasis 

through changes in nutrient partitioning between growth and maintenance. The animal responses to feed 

restriction is highly variable within and between populations and part of this variability may have a genetic 

basis [4], [5]. Our previous work compared the effect of feed restriction on two contrasted breeds, the Creole 

(CR) breed, a local breed well adapted to tropical conditions and that has not been submitted to genetic 

selection, and the Large White breed (LW) that has been selected for high growth performance in optimal 

conditions [6]. Our results suggested that the CR breed may be more tolerant to feed restriction.  
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In the context of climate change, there is a crucial need of information on local breeds and on their adaptation 

to specific environmental conditions, as they constitute genetic resources that are essential to maintain 

livestock systems diversity and ensure food security [7]. The CR breed provides a good model to study the 

genetic variability in the response to feed restriction in pigs [6], [8], [9]. 

Advances in high-throughput technologies such as transcriptomics offer opportunities to better understand 

complex biological mechanisms and to better characterize local breeds lacking this kind of data. The collection 

of blood samples is relatively easy compared to other tissues and provides the possibility of sampling the same 

animal at different time points. It is also a technique that would be easily transferable in breeding schemes.  A 

recent study on divergent selected lines of pigs showed that the blood transcriptome is relevant to identify 

biological processes affected by genetic selection and feeding strategies [10]. In the present study, we used 

whole blood transcriptome analysis to better understand the molecular mechanisms underlying the differential 

breed response to feed restriction. The objectives of the current study were 1) to investigate the effect of a 

moderate feed restriction and refeeding on whole blood transcriptome, 2) to compare the transcriptome profile 

of two contrasted breeds, CR and LW, in response to feed restriction and refeeding.  

 

2. Methods 

All measurements and observations on animals were performed in accordance with the current law on animal 

experimentation and ethics. The French Ministry of Agriculture authorized the experiment referenced at 

n°APAFIS#18576-2019011614325318 (after the revision of the Animal Care and Use Committee of French 

West Indies and French Guyana) on living animals at the INRAE facility under the direction of N. Minatchy 

(INRAE-PTEA).   

 

2.1. Animals and experiment design 

A total of 30 growing pigs (15 LW and 15 CR) of the same age, with an average BW of 32.3 ± 1.7 kg for LW 

and 18.2 ± 1.0 kg for CR, were used for the experiment in the semi-open front building of the INRAE 

experimental farm located in Guadeloupe, French West Indies. At 12 weeks of age, pigs were alloted to 2 or 3 

pens with a density of 10 pigs/pen (5 LW and 5 CR).  

The experiment consisted of three consecutive periods. Period 1 (P1) was the initial period (7 days) where all 

pigs were fed ad-libitum. Period 2 (P2) was a 3-week period during which feed restriction was imposed to 

specific pens. Due to experimental limitations, the two feeding treatments were not balanced in number of 

animals. During P2, one pen (referred to as NF, 5 LW and 5 CR) continued to be fed ad libitum, whereas 2 

pens (referred to as RF, 10 LW and 10 CR) had restricted access to the automatic feeder (from 7:00 to 17:00). 

Period 3 (P3) constituted the following 3-week period and corresponded to the refeeding period during which 

all animals were fed ad libitum. 

 

2.2. Measurements 

Blood samples were collected at the end of P2 (week 15) and at the end of P3 (week 21) at 08:00 in the 

morning. Jugular vein blood was obtained (10-mL BD K2 EDTA Vacutainers tubes (BD, Franklin Lakes, NJ)) 

via venepuncture. For samples dedicated to RNA extraction, one volume of blood sample was mixed with one 

volume of lysis buffer from the Nucleospin RNA blood kit (Macherey-Nagel, Lyon, France). The obtained 

mixture was then stored at -80°C for later analyses. 

 

2.3. RNA extraction and quality analysis  

Total RNA was extracted from frozen blood samples of 28 animals from the first replicate [9 NF (4 CR, 5LW) 

and 19 RF (10 LW, 9 CR)] using the NucleoSpin RNA isolation kit (Macherey-Nagel, Hoerdt, France) in 

accordance with the manufacturer’s instructions. The total RNA concentration was measured with NanoDrop 

2000 (ThermoScientific TM, France) and the quality was quantified using an Agilent 2100 Bioanalyzer 

(Agilent Technologies, France). The extracted total RNA was stored at -80˚C until use. 

 

2.4. Library preparation and sequencing 
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High-quality RNA (RIN > 7.5) was used for the preparation of cDNA libraries according to Illumina’s 

protocols (Illumina TruSeq RNA sample prep kit for mRNA analysis). Briefly, poly-A mRNA was purified 

from 4μg of total RNA, fragmented and randomly primed for reverse transcription to generate double stranded 

cDNA. The cDNA fragments were then subjected to an end repair process, consisting of the addition of a 

single ‘A’ base, and the ligation of indexed Illumina adapters at both ends of cDNA. These products were then 

purified and enriched by PCR to create the final bar-coded cDNA library. After quality control and 

quantification, cDNA libraries were sequenced on 2 lanes on the NovaSeq6000 S4 (Illumina® NEB, USA) to 

obtain approximatively 48 million reads (100 bp paired-end) for each sample. 

 

2.5. Quality control and read mapping to the reference genome  

The quality control check on raw reads in FASTQ format were processed using FASTQC and the Q30, GC 

content and length distribution of the clean data were calculated.  The sequences obtained by RNA-Seq were 

splice-aligned for each library, using STAR (version 2.3.0e with standard parameters) [11].  The reads were 

mapped to the Sus Scrofa genome (assembly 11.1). HTSeq (http://pypi.python.org/pypi/HTSeq) [12] was used 

to calculate the number of sequence reads aligned to all protein-coding genes from the ENSEMBL v74 

annotation of the Sus scrofa genome. The Bioconductor package DeSeq2 [13] was then used to identify 

differentially expressed genes (DEGs). Two treatment comparisons were tested for DEGs for each breed: (i) 

RF v. NF at the end of Period 2; (ii) RF v. NF at the end of Period 3. Statistically significant (P<0.05) DEGs 

with a Benjamini-Hochberg false discovery rate of < 0.05 were deemed to be significant. Analysis of canonical 

pathways and regulatory effects as well as network analysis were performed using Ingenuity pathway analysis 

(IPA) software (Ingenuity Systems, Redwood City, CA) for DEGs in each comparison. IPA identifies known 

regulators, including genes and other molecules that may affect the expression of DE genes, then it calculates 

a z-score, which is a statistical measure of the match between the expected relationship direction between the 

regulator and its targets, and the observed gene expression [14]. Moreover, KEGG pathway and Gene Ontology 

enrichment analyses were performed using ShinyGO [15]. 

 

3. Results 

3.1. mRNA read alignment and differential gene expression 

Following the period of feed restriction, at the end of P2, 648 genes were differentially expressed (DE) in CR, 

whereas 198 were DE in LW (Figure 1a). Of the 648 DEG in CR, 193 were up-regulated and 455 down-

regulated. In LW, of the 198 DEG, 62 up-regulated and 136 down-regulated. CR and LW shared 51 DEGs in 

response to feed restriction, with 45 down-regulated and 6 up-regulated. Following refeeding, the opposite 

pattern was found, with a higher number of DEG in LW than CR (1538 in LW vs. 187 in CR) (Figure 1b). 

After refeeding, in both breeds, the majority of DEG were up-regulated (55% and 61% upregulated, in LW 

and CR, respectively) whereas after restriction, DEG were mostly down-regulated (69% and 70% 

downregulated, in LW and CR, respectively). Few DEG were shared by both breeds, with 28 upregulated and 

19 down-regulated. An additional 21 genes were shared by both breeds but the direction of the fold change 

was reversed between the two breeds.  
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Figure 1. Venn diagrams displaying the number of differentially expressed genes (DEG) in Large White (LW) 

and Creole (CR) pigs for each comparison. RF: Restricted Feeding, NF: Normal Feeding. P2: restriction period, P3: 

refeeding period. Numbers in overlapping areas represent DEGs shared by both breeds. 

3.2. Gene Ontology and Pathway analysis 

The DEG from each comparison were submitted to ShinyGO [15] for Gene Ontology (GO) analysis. Pathway 

analysis based on the KEGG database revealed 39 enriched pathways at the end of P2 for CR and 18 at the 

end of P3 for LW (Top 10 shown in Fig. 2). However, the smaller number of DEG identified at the end of P2 

for LW and at the end of P3 for CR did not allow to reach any significant KEGG pathway enrichment.  

.  

Figure 2. Top 10 significant KEGG pathways identified by ShinyGO [15]–[17] using DE genes between 

treatments. CR: Creole, LW: Large White, RF: Restricted Feeding, NF: Normal Feeding. 

 

3.3. Ingenuity Pathway Analysis (IPA) 

After feed restriction, at the end of P2, Ingenuity Pathway Analysis (IPA) identified 29 significant canonical 

pathways for LW and 179 for CR. Whereas after refeeding, at the end of P3, IPA found 30 canonical pathways 

for LW and 27 for CR. IPA was also used to compare results from the different comparisons in the 2 breeds 

between treatments (NF vs. RF), over time (after restriction and after refeeding). The top 10 canonical 

pathways and the top 10 diseases and biological functions were compared (Figure 3). When comparing the 2 

breeds after restriction, synaptogenesis signalling was the only pathway to be significantly inhibited (z-score 

< 2) in both breeds and it was no longer inhibited after refeeding. In CR, after restriction, enriched pathways 

were inhibited and mostly related to the immune response (natural cell killer signalling, neuroinflammation 
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signalling, production of nitric oxide). When comparing results after restriction and after refeeding, all 

pathways and disease and biological functions had a z-score closer to 0 (lower activation) after P3 than after 

P2. For disease and biological functions, “organismal death”, “anemia”, “polycythemia” were activated in both 

breeds after restriction but it was no longer the case after refeeding. “Quantity of lymphocytes” was inhibited 

in both breeds after restriction. After refeeding, “quantity of lymphocytes” was still inhibited in LW to a lower 

extent but not in CR.  “Immune response of cells” was inhibited in CR after restriction and to a lower extent 

after refeeding.  

  

Figure 3. Heat map of canonical pathways and diseases and biological functions identified by Ingenuity Pathway 

Analysis using DE genes between treatments (RF vs. NF). CR: Creole, LW: Large White, RF: Restricted Feeding, 

NF: Normal Feeding. P2: restriction period, P3: refeeding period. Squares with dots indicates pathways for which 

activation/inhibition was not significant (z-score <|2|). 
 

4. Discussion 

Periods of feed restriction may occur during pig growth due to economic reasons or external factors, such as 

heat waves, inflammatory stress, feed transition or social stress [3]. Few studies have investigated the effect of 

feed restriction and refeeding on livestock transcriptome [18]–[20] and to our knowledge, there is no 

comparative analysis of the transcriptomic response to feed restriction and refeeding in different pig breeds. 

The present study aimed to investigate the effect of feed restriction and refeeding on the blood transcriptome 

of growing pigs from two contrasted breeds.  

RNAseq analysis comparing the two feeding groups (RF vs. NF) show that after restriction there were more 

DEGs in CR than LW, suggesting that the response elicited by feed restriction is stronger in CR than LW. 

Consequently, after restriction, we also identified more enriched pathways in GO and IPA analysis for CR than 

LW. KEGG enrichment showed that the main pathways triggered after feed restriction in CR were related to 

immunity. Similar results were found after IPA analysis regarding canonical pathways after restriction in CR. 

The most enriched pathways were related to the immune response and viral infection (Interferon signalling, 

Th1 pathway), cancer (Pancreas adenocarcinoma signalling, Rac signalling) and Ephrin receptor signalling, 

which is involved in the maintenance of several processes including angiogenesis, stem cell differentiation and 

cancer. Finding many genes related to immunity in the blood transcriptome is not surprising as blood cells 

constitute one of the first lines of immune defence [21]. Similar findings were found in pig studies on blood 

transcriptome response to genetic selection for feed efficiency and nutritional status [10], [22]. Moreover, 

genes involved in the immune response were also found to be differentially expressed after dietary restriction 

in beef cattle jejunal epithelium [18]. Reports in mice, human and rats have also described improved immune 
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function after periods of caloric restriction [23]–[25]. The main hypothesis is that the immune response may 

be involved in nutrient partitioning, allowing activation of tissue mobilisation during dietary restriction [26].   

GO analysis for LW after restriction comparing RF to NF did not allow to reach any enrichment, probably due 

to the low number of DEG. Nevertheless, disease and biological functions found with IPA in LW and CR after 

restriction were mainly related to the immune response (quantity of lymphocytes and T-lymphocytes, immune 

response of cells). Interestingly, only 3 disease and biological functions were activated after restriction in both 

breeds, which were “organismal death”, “anemia” and “polycthemia”, suggesting that feed restriction may also 

trigger genes associated with organismal death and blood defects. The canonical pathway comparison between 

breeds led to only one common pathway with a z-score < 2 in both LW and CR, which was synaptogenesis. 

Chronic stress exposure in rats and non-human primates have been shown to induce atrophy of dendrites and 

decreased glia and neurogenesis in the adult hippocampus [27], [28]. The mechanisms that control food intake 

also involve communication between gut, adipose tissue and the central nervous system through hormones and 

peptides circulating in the blood. We could therefore hypothesize that feed restriction generates stressful 

signals that may affect synaptogenesis.  

The Top 5 canonical pathways found with in IPA in the two breeds after restriction did not overlap, suggesting 

differential response to feed restriction between breeds. In LW, several DEGs in the Top3 enriched pathways 

found in IPA encodes for Heat Shock Protein (HSPs): DNAJA1, DNAJC17, DNAJC9, HSP90AA1, 

HSPA12B. HSPs are highly conserved proteins playing an essential role in the cellular stress response [29]. 

The expression of HSP could be linked to the fact that the present experiment takes place in a tropical climate, 

with a mean temperature of 25.5°C, which is above growing pig thermoneutral temperature [2]. However, the 

differential expression of HSP was found comparing RF and NF after restriction, indicating that the response 

observed is related to the feed diet. Proteomic studies on short-term heat stress (12h) using pair-feeding 

controls showed that pigs with a reduced plane of nutrition in thermoneutral conditions had increased HSP70 

[30]. HSP are also part of the common over-represented pathways Aldosterone Signaling in Epithelial Cells, 

Protein ubiquitination pathway and Unfolded Protein Signaling. Genes encoding for HSPs and involved in the 

aldosterone pathway have been identified as over-expressed in the liver and duodenum of pigs with low FE 

compared to high FE pigs [31]. Interestingly here, upregulation of HSP after feed restriction is detected in LW 

and not in CR, indicating that HSP are not triggered upon feed restriction in that breed. This evidence suggest 

that LW have higher stress response than CR, which is supported by the performance results obtained and 

previous studies comparing LW and CR [32]. In line with these results, a study comparing HSP90 mRNA 

expression levels after heat stress in peripheral blood mononuclear cells of LW and CR found an increase of 

HSP90 mRNA expression in both breeds after 6h, but a significant decrease in CR pigs after 9h [33]. The 

authors suggested that the difference observed after 9h could be due to a reduced impact of heat stress on 

protein conformations in CR pigs.  

After refeeding, the number of DEGs was higher in LW than CR, suggesting stronger response to refeeding in 

LW than CR. In LW, the KEGG pathways identified after refeeding were related to the immune response but 

also to thermogenesis. Thermogenesis could be triggered during refeeding due to increased feed intake 

compared to the restriction period, which may generate increased metabolic heat [34]. The immune response 

has also been shown to be triggered upon refeeding in beef cattle jejunum transcriptomic profile and could 

allow more dietary derived energy to be partitioned towards growth during re-alimentation [18]. However, 

despite the greater number of DEGs found in LW than CR after refeeding, the difference in terms of 

performance between the 2 breeds after refeeding were not significant (data not shown). In none of the breeds 

do we observe compensatory growth, i. e. a period of accelerated growth following periods of feed restriction, 

during refeeding. Compensatory growth in pigs depends on the onset, severity and duration of the restriction 

period and the onset and duration of refeeding [35]. In the present study, despite a long period of feed restriction 

and refeeding, the severity of the feed restriction was probably not sufficient to induce compensatory growth. 

Consistent with this result, pathways and disease and biological functions enrichment in IPA after refeeding 

led to lower z-score than after restriction, suggesting lower response for both breeds after refeeding than after 

restriction.   

 
5. Conclusions 

In conclusion, the present study indicates that blood transcriptomics can be a useful tool to study differential 

genetic response to feed restriction in a dynamic way throughout the different periods of stress of the animal 

life. In both breeds, major transcriptional changes after restriction and refeeding were related to the immune 
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response. Nevertheless, the transcriptional response to feed restriction and refeeding between CR and LW was 

contrasted both in terms of number of DEGS and enriched pathways. CR demonstrated a stronger 

transcriptional response to feed restriction whereas LW had a stronger response to refeeding. Most differences 

in the transcriptional response to feed restriction between CR and LW were related to cell stress response, 

whereas after refeeding, differences were linked to thermogenesis, metabolic pathways and cell proliferation. 

Additional research on local breeds and potential structural variants that could increase the transcriptional 

response to feed restriction while maintaining performance would contribute to deepening our understanding 

of post-absorptive metabolism differences between breeds.  
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Abstract   

Data Analysis Core (DAC) is part of Paris Brain Institute (ICM), a research center dedicated to 

neuroscience. DAC provides expertise in processing, integrating and analyzing complex data. 
Omics can provide several levels of information related to regulation of gene expression and 

integration of multi-omics data may widen the perspective on particular biological processes. 
Here we present the relevance of a multi-omics project designed to assess the effect of drugs on 

the activation of specific metabolic pathways of interest for gene therapy. 

Three drugs and their 2 control vehicles were applied on primary cells of 5 healthy donors. After 

5h, total RNA and small RNA were purified to launch RNA-seq, miRNA-seq and  ATAC-seq. RNA-

seq pipeline was performed on Illumina DRAGEN bio-IT Platform. The pipeline to quantify 
miRNAs was implemented as proposed by Potla et al., 2021. Differential gene expression analysis 

was performed using edgeR. A batch effect was observed on donors in all technologies. 
Correction of the batch effect was implemented using the limma RemoveBatchEffect function. 

ATAC-seq pipeline was implemented with Snakemake, according to Encode recommendations. 

Peak count matrix was generated using FeatureCounts based on Superpeaks approach. 
Differentially accessible regions analysis was performed using limma, with covariate on donors. 

Integration of RNAseq and miRNAseq results was performed according to Yan et al., 2019 
methodology. Pearson’s correlation test was conducted to examine pairwise correlations between 

deregulated-miRNAs and deregulated genes. Anti-correlation was visualized as a network using 

Cytoscape. miRNA target genes were predicted using program multiMiR (Ru et al., 2014). 

Integration RNA/ATAC was performed by intersected ATAC-seq DARs and RNA-seq DEGs 

results, based on overlaps between nearest TSS of peak and deregulated genes, respectively.  

RNA-seq data showed drugs A and C have effect on the transcriptome regulation, drug B as no 

effect. ATAC-seq DARs analysis showed several chromatin rearrangements induce by drug A. No 
chromatin rearrangement was observed with drug B and C. A motif enrichment analysis on peak 

regions was performed by HOMER findMotifsGenome.pl function and MEME-SUITE tool. The 

target transcription factor motif has been identified. The integration of multi-omics data allowed 
to confirm the strategy with drugs to modulate gene expression. 

 

Keywords  

RNA-seq, ATAC-seq, miRNA, multi-omics data integration, transcriptomic, epigenomic, motifs 

enrichment, gene therapy 
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Abstract   

Thanks to the large interest in human medical genomics and the facilitated access to pangenomic 

analysis, Human geneticists have generated large amount of genomic data. Indeed, millions of 

small variants (SNV/Indel) and thousands of structural variations (SV) are identified from next-

generation sequencing, array-based techniques but also now optical genome mapping. To help 

analysing human pathogenic SV, we present the new version of our webserver dedicated to their 

annotation, ranking and visualization available at the following address: 

https://www.lbgi.fr/AnnotSV/. 

Since the first AnnotSV version [1] and the webserver publication [2], we have continuously 

provided updated annotations, updated methods and visualizations. Novel annotations include 

miRNA data annotations, cytoband definitions, consistent terminology from GenCC, Benign SV 

from Children’s Mercy Research Institute WGS. The phenotype driven module has been updated 

considering the latest Exomiser version available. The automatic ranking based on the 

ACMG/ClinGen recommendations [3] has been updated to add 8 supplementary subsections and 

enhance the ranking precision. In parallel, the ranking description has been improved. 

Finally, the webserver allows the visualization of SV using 3 different methods: An interactive 

web page, an interactive circos view and a handy spreadsheet mode. Input files include either 

standard bed or vcf files. Output can be either visualized in a web browser directly or downloaded 

as separated files including the newly proposed vcf output file (Figure 1). 
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Figure 1. AnnotSV and knotAnnotSV workflow. 

 

We are convinced that this comprehensive online SV annotation and interpretation tool is of great 

interest for the biologists interested in human genomics. 

This website is free and open to all users and there is no login requirement. 
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Abstract Non-coding RNAs and their biological functions are still incompletely 
understood, while representing a large part of the human transcriptome and having an 
important role in cancer. Among these, circular RNAs (circRNAs) have recently been 
discovered for their microRNA (miRNA) sponge function, which allows them to modulate 
the expression of miRNA target genes: they take on the role of competitive endogenous 
RNAs (ceRNAs). Their closed-loop structure makes them highly stable and their miRNA 
binding capacity seems much more powerful than that of any other ceRNAs, leading to 
their super-sponge naming. Today, few ceRNA prediction computational tools have been 
published and most of them do not consider ce-circRNAs. Moreover, the few studies 
focusing on circRNA-miRNA-mRNA networks have not developed a tool that automates 
the search for ceRNAs from user's transcriptomic data. In this study, we present an 
interactive Shiny web application, called Cirscan for CIRcular RNA Sponge CANdidates. 
Cirscan automatically infers circRNA-miRNA-mRNA networks from human multi-level 
transcript expression data (including circRNAs, mRNAs, and optionally miRNAs in the 
case of cancer study) from two biological conditions (e.g. tumor versus normal conditions) 
in order to identify potential sponge mechanisms, active in a specific condition. Cirscan 
calculates a global sponge score for each miRNA-circRNA interaction, integrating 
multiple criteria based on interaction reliability and on RNA expression level using the 
TOPSIS method. The ranking of this score provides the most relevant circRNA candidates 
being miRNA sponges. Finally, the user is able to visualize the top ranked sponge 
mechanisms as graphs, where nodes correspond to the different types of RNAs and edges 
to the miRNA-target interactions. In order to help the user in the biological interpretation 
of the visualized network, an enrichment analysis of the biological functions is performed. 
We applied Cirscan on a public multi-level microarray transcript expression dataset from 
colorectal cancer (CRC) and retrieved previously described sponge mechanisms as well 
as novel circRNA sponge candidates.  

Keywords circular RNAs, sponge mechanism, transcriptomic data, regulation network, 
cancer 
 

1. Introduction 
Non-coding RNAs (ncRNAs), genome sequences not translated into proteins, and their 

biological functions are still incompletely understood, because they were characterized as junk 
transcriptional products. Recently, it has been demonstrated that ncRNAs represent a large part of the 
human transcriptome and have important functional roles, particularly in cancers [1]. Advances in 
sequencing technologies have led to the identification of different types of ncRNAs in the cell, such as 
long non-coding RNAs and microRNAs (miRNAs) [2]. In this study, we are interested in circular RNAs 
(circRNAs), recently discovered and known for their miRNA sponge function [3,4]. CircRNAs can 
indirectly regulate the expression of genes involved in cell plasticity by sequestering miRNA(s) and can 
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play a role of a competitor, called competitive endogenous RNA (ceRNA) [5–7]. One of the most well-
known ce-circRNA is ciRS-7 (CDR1as), mainly expressed in the brain, which acts as a regulator of the 
miRNA-7 with more than 70 binding sites and leads to increased expression levels of miRNA-7 targets 
[8]. Thanks to their closed-loop structure formed by reverse-splicing, circRNAs are very stable and their 
binding capacity to bind to miRNAs seems to be stronger than that of any other ceRNA, leading to their 
super-sponge naming [9]. These interactions between coding and non-coding RNAs can be represented 
as circRNA-miRNA-mRNA interaction networks. 

Today, few computational tools have been developed for the identification of ceRNA but are 
not adapted to the search for ce-circRNA [10,11]. Moreover, the studies focusing on circRNA-miRNA-
mRNA networks have not developed a tool that automates the search for ce-circRNA from its own 
transcriptomic data [12–18]. Recently, two circRNA functional annotation databases predicting sponge 
mechanisms in several tissues have been developed [19,20], but it is not possible to query one’s own 
dataset and to identify sponge mechanisms specific to a biological condition. Here, we present an 
interactive Shiny web application, called Cirscan for CIRcular RNA Sponge CANdidates. The aim of 
this tool is to automatically infer circRNA-miRNA-mRNA networks from human multi-level transcript 
expression data (including circRNAs, mRNAs, and optionally miRNAs in the case of cancer study) 
from two biological conditions (e.g. tumor versus normal conditions) and to identify sponge 
mechanisms, active in a specific condition. From the user’s expression data and an in-house database 
of highly reliable prediction interactions, Cirscan is able to construct an interaction score matrix 
including multiple criteria based on interaction reliability (e.g. affinity of the interaction, enrichment of 
binding sites for a given miRNA) and on RNA expression (e.g. minimum level of expression, co-
expression between circRNA and mRNA targets for a given miRNA). To optimize the search for 
effective sponge mechanism, a global sponge score is calculated using the different criteria for each 
miRNA-circRNA predicted interaction. The ranking of this global sponge score provides the most 
relevant circRNA candidates being miRNA sponges. Finally, the user is able to visualize the top ranked 
sponge mechanisms as graphs, where nodes correspond to the different types of RNAs and edges to the 
miRNA-target interactions. In order to help the user in the biological interpretation of the results and to 
better understand the functional impact of the selected sponge mechanism, an enrichment analysis of 
the biological functions is performed by Cirscan for each visualized network. 

We applied our tool on a public multi-level transcript expression dataset from two conditions: 
colorectal cancer samples and normal adjacent samples [21]. We showed that Cirscan was able to 
retrieve previously described sponge mechanisms as well as novel circRNA sponge candidates [22]. 

In summary, Cirscan provides a user-friendly tool to identify and visualize circRNA-miRNA-
mRNA networks with potential sponge mechanisms from user’s human multi-level transcript 
expression data, and may provide potential novel biomarkers for the development of RNA targeted 
therapies [23]. 

Cirscan shiny app is freely available on Gitlab at the following link: 
https://gitlab.com/geobioinfo/cirscan_Rshiny. 
 

2. Software description  
2.1. Overview of the tool 

 Cirscan infers circRNA-miRNA-mRNA interactions from coding and non-coding 
transcriptomic data (Fig. 1A) and identifies circRNA candidates that can act as miRNA sponges (ce-
circRNA). The tool comprises the following main steps: 1) Construction of an interaction score matrix 
including different criteria: criteria of interaction reliability and criteria of effectiveness of a sponge 
mechanism as defined in the following sections (Fig. 1B. Step 1). 2) Calculation of a global sponge 
score for each circRNA-miRNA interaction by integrating the different criteria using the TOPSIS 
method [24] [see more details in the section 2.4.3] (Fig. 1B. Step 2). Cirscan outputs the top ranked 
circRNA sponge candidates based on the ranked global sponge scores. It also enables the visualization 
of the identified sponge mechanisms as networks and biological enrichment analysis of the mRNAs of 
the networks of interest (Fig. 1C). A video tutorial and an example dataset are available to guide the 
user in the different steps on the application. 
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Fig. 1 Cirscan workflow. (A) Input files provided by the user. (B) Integration of multiple criteria for 
the calculation of a predicted sponge score for each circRNA-miRNA pair. (B. Step 1) Construction of 
an RNA interaction matrix including multiple criteria based on interaction reliability and on RNA 
expression. (B. Step 2) Calculation of the sponge score. (C) Outputs produced by Cirscan.  

2.2. Effective sponge mechanisms prerequisites 

 Prerequisites based on both sequence and expression information have been put forward for the 
identification of circRNAs acting as miRNA sponges: 1) A miRNA must be sufficiently expressed 
whatever the biological conditions to have a functional impact on its targets and must target at least one 
circRNA and one mRNA, with a strong affinity. Importantly we do not assume a differential expression 
between both conditions due to a sponge mechanism: we assume that a sponge mechanism involving a 
circRNA only affects the bioavailability of the miRNA but does not affect the miRNA expression. 2) 
The mRNAs and circRNAs that are targets of the miRNA must be co-expressed, i.e differentially 
expressed between the two conditions in the same direction. Indeed, it is expected that the increased 
presence of a circRNA that can sponge a miRNA will induce an over-expression of the mRNA targets 
of the miRNA, as the miRNA can no longer degrade them. 
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2.3. Input files  

Cirscan requires two types of CSV files from the user that are depicted in Figure 1A. First, 
multi-level transcript expression data are required as input files, including circRNA, mRNA and 
optionally miRNA expression matrices. If the user does not have miRNA expression data, miRNA 
signatures for different types of cancer (respectively 32 and 20 from the TCGA consortium 
(https://www.cancer.gov/tcga) and CCLE database [25] (www.broadinstitute.org/ccle)) are internally 
available in Cirscan. There is no constraint concerning the technology used to obtain the expression 
matrices (array or sequencing), which in return requires the user to properly normalize his data 
beforehand. Each expression matrix needs to be normalized (e.g. RMA for expression array, TPM for 
RNA-seq data) and log-transformed, and a minimum of 3 samples per condition is required to ensure 
reliability of the downstream analysis. Based on the sponge mechanism prerequisites, circRNA and 
mRNA expression matrices should be restricted to the differentially expressed circRNAs and mRNAs 
prior to the use of Cirscan. As mentioned above, this restriction is not relevant for miRNAs and no filter 
is required. Cirscan will automatically keep miRNAs that are sufficiently expressed considering the 
following assumptions: (1) the sum of the expression of a given miRNA in all samples must be non-
zero, (2) for a given miRNA, its expression must be higher that a defined cutoff in more that 90% of 
the samples, the cutoff being the quartile Q1 of the overall miRNA expression distribution. This 
selection was also made for the establishment of the miRNA signatures from the TCGA and CCLE 
datasets. 

CircRNA identifiers must correspond to the human circRNAs referenced in circBase 
(“hsa_circ_xxxxxxx”) [26], human miRNAs from miRBase (“hsa-miR-xxx” or “hsa-let-xxx”) [27], and 
mRNAs must be referenced as gene symbols. Furthermore, the user must provide another CSV file 
corresponding to the sample annotation file. This file must contain two columns: “samples” with the 
sample names referenced in the RNA expression matrices and “conditions” with the corresponding 
condition it refers to (“condition_1”, “condition_2”), knowing that the first condition refers to the 
control condition. The file format required by Cirscan is detailed in the Home panel of the Shiny 
application and in the example dataset provided in the application. 

2.4. Identification of sponge mechanisms 
2.4.1. In-house miRNA-target interaction databases 

A miRNA-target interaction is established between a region of the miRNA, called “seed 
sequence” and a complementarity sequence called “miRNA response element” (MRE) on the target 
(circRNA or mRNA). An in-house database of interactions between miRNAs and putative mRNA or 
circRNA targets was constructed using the TargetScan interaction prediction tool and information from 
experimentally validated interaction database (ENCORI [28]) (Fig. 1B). 

TargetScan was used to predict miRNA-circRNA and miRNA-mRNA interactions, and to 
obtain an affinity score for each interaction, by taking into account the specificity of the RNA type 
considered (mRNA or circRNA). For miRNA-circRNA interactions, we used the context+ score 
available in the TargetScan v6 [29]. The context+ score is the sum of the contribution of six features 
(site-type, 3' pairing, local AU, position, target site abundance, seed-pairing stability). The feature 3' 
pairing was removed here because it is not relevant for circRNA as the pairing is not expected to be 
restricted to that region and can appear on the whole circRNA sequence. The lower the context+ score, 
the stronger the affinity between the miRNA and its target. To reduce the number of false positive 
predictions, we defined a cutoff on the context+ score, based on its distribution on experimentally 
validated interactions given by the ENCORI database. We defined as a cutoff the 95th percentile of the 
context+ score distribution restricted to the interactions supported by at least two CLIP-seq and 
degradome-seq experiments. For miRNA-mRNA interactions, we calculated the context++ score 
provided by Targetscan v8 [30]. Compared to the context+ score, the context++ score includes 
additional criteria specifically relevant for miRNA-mRNA interactions (e.g. 3' UTR length, ORF length, 
probability of conserved targeting between species), which are expected to reduce false positive 
predictions. 
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MiRNA-circRNA and miRNA-mRNA interactions were restricted to specific MRE binding 
sites: 7mer-m8 (exact match to positions 2-8 of the mature miRNA), 7mer-1a (exact match to positions 
2-7 of the mature miRNA followed by an “A”), and 8mer-1a (exact match to positions 2-8 of the mature 
miRNA followed by an “A”).  

2.4.2. Criteria of interaction reliability and sponge effectiveness 

In order to identify potential sponge mechanisms involving circRNA, different scores of 
reliability are calculated. We defined as the affinity score between a miRNA and it targets  𝑆!""#$#%&

'#()!*%+,-.%	
the context score calculated by Targetscan that we rescaled between 0 and 1: the closer to 1, the stronger 
the interaction affinity. For each miRNA-target interaction, we also considered the number of MRE 
sites that we named the score 𝑆/(0

'#()!*%+,-.%. If an interaction involves multiple MREs for the same 
miRNA and target of interest, the interaction with the maximum  𝑆!""#$#%&

'#()!*%+,-.% is retained. To reduce 
the potential bias in the number of predicted MREs due to the length of the circRNA target sequence, 
the number of MREs for miRNA-circRNA interactions was normalized by the length of the circRNA 
sequence as described in the Cerina tool [19] and referenced here as the score 𝑆/(0/23

'#()!*%+,-.%. In order to 
identify circRNAs that are significantly enriched for MRE binding sites of specific miRNAs, we used 
a binomial model conditioned on the total number of MRE for the given miRNA on each circRNA and 
the number of all other miRNA-MRE sites on the given circRNA as background, as proposed in the 
recent scanMiR tool [31] and defined as 𝑆0$,#45'.$%

'#()!*%+,-.%. A circRNA-miRNA interaction is kept if the 
Binomial enrichment test adjusted p-value (Benjamini Hochberg (BH)) is lower than 0.05.  

In order to take into account the expression level information, different scores are calculated: 
the target expression fold change between conditions 1 and 2 (𝑆67-	(:;)

%+,-.% ), the median expression of each 
miRNA under all conditions (𝑆0=>,.??#7$'#()! ) and the highest mean expression of each target between the 
two conditions (𝑆0=>,.??#7$

%+,-.% ). Only networks with at least one circRNA and one mRNA with fold change 
values in the same direction are selected. 

2.4.3. Calculation of a sponge score 

For each miRNA-mRNA interaction, Cirscan calculates a global score defined as 𝑆𝐺@$%.,+4%#7$'#()!*'()! 
which integrates the different criteria described above (𝑆!""#$#%&

'#()!*%+,-.%,  𝑆/(0
'#()!*%+,-.%,  𝑆67-	(:;)

%+,-.% ,  𝑆0=>,.??#7$'#()!  
and 𝑆0=>,.??#7$

%+,-.% ) using the TOPSIS method [24]. Briefly, the TOPSIS method is a multi-criteria decision 
analysis method which aims to determine the best alternative when different criteria need to be 
considered together. In our case, the best alternative is the miRNA-target interaction for which all 
criteria are maximized, e.g. highest affinity score and highly expressed miRNAs, circRNAs and 
mRNAs. 

Then, a score for each miRNA-circRNA interaction is calculated and defined as a global sponge 
score, 𝑆𝐺@$%.,+4%#7$'#()!*4#,4()!. This score is also based on the TOPSIS method and uses the following criteria: 
𝑆!""#$#%&
'#()!*%+,-.% , 𝑆/(0/23

'#()!*%+,-.%, 𝑆0$,#45'.$%
'#()!*%+,-.%,	 𝑆67-	(:;)

%+,-.% , 𝑆0=>,.??#7$'#()!  , 𝑆0=>,.??#7$
%+,-.%  and 𝑆0$,#45'.$%'#()!*'#()! , 

where  𝑆0$,#45'.$%'#()!*'#()! corresponds to the enrichment score (NES) (fgsea R package [32]) calculated on 
the ranked global score 𝑆𝐺@$%.,+4%#7$'#()!*'()! of the mRNA targets defined above. In other words, for a given 
miRNA-circRNA interaction, if the mRNA targets of the miRNA have high global	scores, this will 
contribute to increasing the sponge score. MiRNA-circRNA interactions are then ranked according to 
their sponge score, the top ranked interactions with the highest scores being the most relevant sponge 
circRNA candidates.  

Finally, all this information is compiled into an “interaction score matrix” with 16 columns 
available and detailed in Cirscan (Fig. 1B), where 𝑅𝑎𝑛𝑘'#()!*4#,4()! is the rank of miRNA-circRNA 
interactions based on the global sponge score. 

2.5. Visualization of the sponge mechanisms of interest 

The identified circRNA-miRNA-mRNA networks involving potential sponge mechanisms can 
be visualized in the Network Visualization panel using the visNetwork package (v2.0.8, 
https://github.com/datastorm-open/visNetwork) (Fig. 1C). It is possible to visualize a network by 
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selecting an interaction from the “interaction score matrix” or by specifying the name of an RNA of 
interest: nodes correspond to the different types of RNAs (orange miRNAs, green mRNAs, and pink 
circRNAs) and edges to the miRNA-target interactions. The edges thickness is proportional to the global 
sponge score (the higher the value, the thicker the edge and the stronger the interaction affinity) and the 
RNA node of interest is larger than the others. 

2.6. GO and KEGG enrichment analysis of mRNAs 

In order to help the user in the biological interpretation of the visualized network, an enrichment 
of biological terms on the genes of the visualized network is performed using Enrichr tool [33] with 
KEGG (KEGG_2021_Human) and GO (GO_Biological_Process_2021) databases. 

3. Application 
 We applied Cirscan on a public multi-level transcript expression dataset including mRNAs, 
miRNAs, and circRNAs of colorectal cancer (CRC) to infer sponge mechanisms involving circRNAs. 

3.1. Pre-processing of input data  

Microarray multi-level transcript expression data of 10 CRC samples and 10 normal adjacent 
samples were downloaded from the NCBI Gene Expression Omnibus database (accession number: 
GSE126095). Each dataset was imported into the RStudio (v1.4.1103) environment with R (v4.1.2) for 
pre-processing.  

For transcripts belonging to the gene annotation, an expression average was applied. Quantile 
normalization and a log-transformation were applied to the mRNAs expression matrix. mRNAs 
microarray matrix was reduced to protein-coding genes, using the annotation file provided by the 
authors. Using the limma package [34] (v.3.50.1), 4,640 differentially expressed mRNAs with an 
adjusted p-value (BH) < 0.05 were selected. The circRNAs microarray matrix was also submitted to 
quantile normalization and a log-transformation. We selected 1,491 differentially expressed circRNAs 
with an adjusted p-value (BH) < 0.05 by using the limma package. Finally, the miRNAs microarray 
matrix was filtered to only include miRNA identifiers present in the annotation file, i.e. 2,055 miRNAs. 
Quantile normalization and log-transformation were also applied to the miRNAs expression matrix. 
These different pre-processed expression matrices were given as input to Cirscan. 

In the sample annotation file, we considered the names of the 10 normal adjacent samples as 
“condition_1” and the 10 colorectal cancer samples as “condition_2”. 

3.2. Results  

Using the Cirscan tool on the multi-level transcript expression data from colorectal cancer 
described above, we identified 12,850 potential circRNA-miRNA sponge mechanisms involving 1,413 
unique circRNAs. Among them, we identified 3 sponge mechanisms already described in the literature 
[22] (one sponge mechanism active in the normal condition and two in the tumor condition)  
significantly enriched in the top ranked sponge mechanisms (GSEA enrichment from fgsea R package 
[32], p-value = 0.00012). A similar result is observed using the TCGA colorectal cancer miRNA 
signature available internally in Cirscan (GSEA enrichment, p-value = 0.00015). Among the two 
subnetworks already described in the literature and specifically active in the tumor condition, we 
identified the hsa-circ-0001955:hsa-miR-145-5p sub-network, ranked 117 (in the top 1%) out of all 
identified mechanisms (Fig. 2A) and described as well by Ding et al. (2020) [22] in colorectal cancer. 
The biological term enrichment analysis of the mRNAs of this subnetwork revealed biological pathways 
associated with oncogenesis, such as Proteoglycans in cancer or MAPK signalling pathway (Fig. 2B). 
This result is consistent with the involvement of this sponge mechanism in the oncogenesis of colorectal 
cancer.  

We next focused on the best ce-circRNA candidates having a sponge role in the tumor 
condition. Interestingly, within the top 10 ce-circRNA candidates, the first ce-circRNA has been already 
shown to have a sponge role in gastric or colorectal cancer in several studies (hsa_circ_0001658 [35–
37]). Cirscan highlighted potential novel sponge mechanisms for this circRNA, involving for example 
the miRNA hsa-miR-665 (Fig. 2C) targeting genes associated to cell division and angiogenesis as 
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illustrated in Figure 2D (e.g. MAPK and VEGF signaling pathways). Four ce-circRNAs within the top 
10 ce-circRNA candidates have been identified in other cancers as hepatocellular carcinoma and lung 
cancers (hsa_circ_0034326 [38], hsa_circ_0072088 [39–41], hsa_circ_0000517 [42,43], 
hsa_circ_0000326 [44]). The other best ce-circRNA candidates (hsa_circ_0087961, hsa_circ_0012283, 
hsa_circ_0007582, hsa_circ_0000254 and hsa_circ_0008720) have not yet been described in the 
literature as associated with cancer, making them interesting subjects for further experimental 
validations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2 Subnetworks identified by Cirscan using colorectal cancer data. (A) Circ_0001955-miR-
145-5p subnetwork. The nodes represent the different RNA types (orange miRNAs, green mRNAs and 
pink circRNAs), and the edges represent miRNA-target interactions (targeting mRNAs or circRNAs). 
The red edges represent the interactions found in the literature and the thickness of the edges is 
proportional to the interaction score values. For a better visibility, only 10% of the targets are 
represented. (B) Top 20 mRNA-enriched pathways in the Circ_0001955-miR-145-5p subnetwork. (C) 
Circ_0001658-miR-665 subnetwork, with the same legend as panel A. (D) Top 20 mRNA-enriched 
pathways in the Circ_0001658-miR-665 subnetwork. 
 

4. Conclusion and perspectives 
Cirscan is a tool that takes as input any human multi-level transcript expression data (circRNAs, 

mRNAs, and optionally miRNAs) to identify and visualize condition-specific sponge mechanisms 
involving circRNAs. As shown using a public dataset from colorectal cancer tissues, Cirscan allows the 
identification of known and novel potential sponge mechanisms that may be further investigated and 
validated experimentally. This tool can be considered as a companion tool for biologists, facilitating 
their ability to prioritize sponge mechanisms for experimental validations. The mechanisms revealed 
by Cirscan could open new avenues for the development of novel RNA-targeted therapies. In particular, 
it would be possible to use antisense oligonucleotides, which can bind by complementarity to circRNA 
sequences of interest, to inhibit the sponge mechanisms active in a specific condition [23]. Finally, the 
framework established in this study could be extended to other species. 
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Abstract Long read assemblers struggle to distinguish closely related strains of the same
species and collapse them into a single sequence. This is very limiting when analysing a
metagenome, as different strains can have important functional differences. We present
the first version of a new software called HairSplitter, which recovers the strains from a
strain-oblivious assembly and long reads. The originality of the method lies in a custom
variant calling step that allows HairSplitter to work with erroneous reads and to separate
an unknown number of haplotypes. On simulated datasets, we show that HairSplitter
significantly outperforms the state of the art when dealing with metagenomes containing
many strains of the same species.

Keywords Metagenomics, Haplotyping, Genome assembly, Strain separation

1 Introduction

A powerful tool for understanding complex microbial communities is de novo metagenome assem-
bly. Current methods can reconstruct the genomes of sufficiently abundant species, but struggle to
differentiate strains within a species, even if they are abundant. While strains of the same species
are very similar at the genomic level, the small differences can lead to very significant phenotypic and
functional changes. The most famous example of such intra-specific diversity is probably Escherichia
coli [1], some strains of which can be highly pathogenic while sharing an average nucleotide identity
of more than 98.5% with commensal strains [2].

Assemblers are designed to correct for sequencing errors by ignoring bases that occur at low
frequencies. As a side effect, they generally discard haplotype differences and collapse the different
haplotypes into a single sequence. An additional difficulty in the metagenomic context is that the
number of haplotypes is a priori unknown and that haplotypes generally have different frequencies in
a sample.

Specific software has been developed to overcome these difficulties. For example, two such software
based on short reads are STRONG [3] and strainXpress [4]. However, more and more samples are
sequenced using only long reads, as their cost has dropped recently and they allow for more contiguous
assemblies.

Using error-prone long reads, assemblers such as metaFlye [5] or Canu [6] attempt to assemble
strains separately. However, the authors of [7] showed that these assemblers still struggle to recover
multiple strains and proposed a new pipeline, called Strainberry, which takes an assembly and the
long reads as input and recovers the collapsed strains. Strainberry improves significantly the assembly
of samples containing 2 or 3 strains of the same species, but is limited when the number of species
increases.

We present HairSplitter, a new pipeline for recovering the strains lost when assembling exclusively
from (error-prone) long reads. HairSplitter does not make any assumption on the number of strains
that should be found in the metagenome. It contains an original procedure that combines a custom
variant calling method with a new phasing algorithm. We have extensively tested HairSplitter on
simulated Nanopore data, replicating the protocol proposed in [7], and show that HairSplitter signifi-
cantly improves the completeness of assemblies of metagenomes composed of many strains compared
to the state of the art. HairSplitter still needs to be tested on real datasets.
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2 Description of the pipeline

The HairSplitter pipeline is composed of four main steps: 1) alignment of the reads on the contigs,
2) separation of the reads in their haplotype of origin, 3) generation of the new contigs and 4) strain-
aware contig scaffolding. Steps 2 is done by an original software, while step 1 is performed by minimap2
[8], step 3 by Racon [9] and step 4 by GraphUnzip [10]. The pipeline is illustrated Figure 2

Step 1: Aligning the reads on the contigs

HairSplitter starts by generating base-to-base alignments of the sequencing reads on the assembly
with minimap2. For each contig, a multiple sequence alignment is generated using the alignment of
the reads to the reference. This is the simplest way to build a multiple sequence alignment, but it
creates alignment artifacts, especially at positions where the contig contains errors.

Step 2: Splitting a group of reads in one or more haplotypes

The originality of HairSplitter lies in the second and most crucial step, where reads that align on
a contig are separated by haplotype of origin.

This operation is performed locally on window of the contig of size w. The phasing is performed
locally to avoid clustering reads that do not overlap. Indeed, clustering together reads that do not
overlap could lead to the HairSplitter algorithm clustering very different reads together, as shown in
Figure 1. w should thus be chosen to be significantly shorter than the reads.

Fig. 1. A read graph is built as follows: each read is a vertex ; reads are connected to the reads they
overlaps with 100% identity. Even though read1 and read4 are very different, they are transitively
linked through read3 and read6.

A difficulty of the process comes from the error rate of the reads, which can be much higher than
the divergence between the haplotypes. Another difficulty is the possibly high number of haplotypes
which can be unevenly covered by the sequencing. As this step represents the core of HairSplitter, it
is described in detail in section 3.

Step 3: Generating new contigs

The reads on a given window are separated into n groups, the contig sequence in the window is
polished n times by Racon using the different groups, yielding n different versions of the window,
which we call subcontigs. The subcontigs are laid out as an assembly graph, based on the original
assembly graph.

Step 4: Strain-aware scaffolding

Due to local homozygosity, some subcontigs will contain multiple haplotypes. These subcontigs
limit the contiguity of the graph and must be duplicated to be present once for each haplotype. To do
this, the paths of the sequencing reads on the subcontig graph are inventoried. Once all the paths are
inventoried, GraphUnzip [10] untangles the graph. From the paths of the read in the graph, it deduces
which contig to duplicate and which contig to link to improve the contiguity and completeness of the
assembly.
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Step 1: reads are aligned on contigs

Step 2 & 3: 
read separation and polishing

Step 4: 
reads are inventoried

Step 4: 
assembly is untangled

Fig. 2. The HairSplitter pipeline. The purple rectangles represent contigs or subcontigs. The red
lines are reads used to build the subcontigs. Only a very small subset of reads is shown here to keep
the visualisation readable.

3 Splitting a group of reads in one or more haplotypes

3.1 Detecting variants

To separate the set of reads that align on a contig in several haplotypes, rudimentary variant
calling is performed. In this context, we define variants as positions where the different haplotypes
are not identical. Once the variants are clearly identified, the reads can be split into the different
haplotypes based on these positions, as can be seen in Figure 3. However, due to errors in the reads
and in the reference, differences between read and reference do not systematically highlight a variant,
as can be seen in Figure 4.

Fig. 3. In this error-free alignment, the variants clearly separate the reads in two haplotypes, one
containing r1, r2 and r3 and the other containing r4, r5 and r6.

3.2 Dealing with errors

To distinguish variants from errors, all positions of the alignment are iteratively inspected. For
each position, the program inventories the triplet of bases centered there in the reads. A base triplet
is defined as the base at the given position flanked by the nucleotide on the left and the nucleotide
on the right in the given read. At conserved regions, which make up the majority of the contig, the
reference triplet will be the most common, while some residual triplets may be due to sequencing errors
or alignment artifacts. At positions of true genomic variants, two triplets (corresponding to the two
variants) will be common, with some residual triplets due to sequencing errors or alignment artifacts.
Suspect positions are defined as positions where the second most abundant triplet is significantly (by
a factor s) more abundant than the third most abundant triplet. All variant should generate at least
one suspicious positions, therefore only suspect positions are considered for phasing. This will discard
most positions where there are only a few random errors. Some positions where there are no true
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variants will also be flagged as suspicious, typically positions with alignment artifacts. The selection
of suspicious position is illustrated Figure 4.

Fig. 4. Selection of suspicious positions. The red bases in the reference represent errors (unknown
to HairSplitter). Note that position 2 will be flagged as suspicious because of an alignment artifact.
Position 5 will not be considered suspicious because even though there are many different triplets at
this position, there is no clear alternative to the triplet ‘A-G’.

To distinguish variants from alignment artifacts, HairSplitter implements a method based on the
intuition that alignment artifacts are generally randomly distributed on the reads, while genomic
variants are not. On the one hand, reads carrying sequencing and alignment errors are not correlated
between two positions. On the other hand, reads carrying variants should be strongly correlated
between two variants.

Suspicious positions are clustered hierarchically. A cluster is represented by its consensus. Two
clusters are merged if more than 90% of each part of each consensus consists of reads from a part of
the other consensus. At the end of the process, consensuses consisting of more than p positions are
considered solid. We call them the solid bipartitions of the reads.

For each suspect position, its correlation with all solid bipartitions is computed by a one-degree-
of-freedom chi-square test of independence. If the result is greater than five (strong correlation), the
position is marked as interesting. The positions that do not correlate well with any solid bipartitions
are considered untrustworthy and are discarded. The set of interesting positions corresponds to the
set of positions that will be considered as a bi-allelic variants by the algorithm.

This variant calling procedure is quite conservative and may miss existing variants. This is not
a problem, as the goal of this step is to confidently identify a set of variants, not to call all variants
exhaustively.

3.3 Phasing the reads using the variants

Once a set of variants has been largely extracted from the noise, reads are split into different
haplotypes.

A graph is generated for each window of the contig. The reads that cover the window from end to
end are the vertices of the graph. Pairwise distances between the reads are calculated as the number
of divergent interesting positions divided by the total number of interesting positions overlapped by
both reads. Each read is connected to its k nearest neighbors, as shown Figure 5.

The resulting graph forms clusters, grouping reads that share identical variants, corresponding
to haplotypes. Empirically, the best algorithm to cluster this graph without knowing a priori the
number of clusters seems to be the Chinese Whispers algorithm [11]. However, a limitation of this
algorithm is that it is not deterministic, especially when the number of nodes in the graph is small.
With low frequency, clusters will be merged or split. To avoid this, HairSplitter exploits the property
that if the Chinese Whispers algorithm is initialized with an approximate solution, it will converge
to the solution without splitting or merging clusters. The approximate solutions can be found at the
interesting positions: each position contains a variant that separates two groups of reads with some
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Fig. 5. Generating the read graph from the list of interesting positions with k = 2. Light gray
squares highlight the k closest neighbors of each read in the distance matrix, which become ones in
the adjacency matrix of the read graph.

errors. Running the Chinese whispers algorithm with one position as initialization will cluster the
graph into two parts. Each interesting positions will yield a bipartition. All the bipartitions can then
be aggregated into a single partition: two reads will be clustered together if and only if they are not
separated in any bipartition. This process is illustrated Figure 6.

Fig. 6. The read graph is clustered using interesting positions as initialisation, resulting in a series of
bipartitions. All these bipartitions can then be aggregated into the final partition.

Each part of the resulting partition corresponds to a haplotype.

4 Results

4.1 Protocol

The protocol is a replica of the protocol proposed in [7].

To systematically test the performance of HairSplitter, we composed a benchmark consisting of
different strains of Escherichia coli. The reference genomes of the strains were obtained from NCBI.
For each strain, we simulated “mediocre” Nanopore sequencing (around 7% error rate), using Badreads
[12] with default settings, from the reference genomes.

For each experiment, the sequencing of different strains was concatenated to create a simulation of
the sequencing of a metagenomic sample. The reads were then assembled using metaFlye with default
settings. Missing strains were then recovered from the assembly using Strainberry and HairSplitter
with default settings. For HairSplitter, the parameters are set to s = 5, k = 5, p = 5 and w = 2000,
but the few tests we ran suggest that the algorithm is not very sensitive to these settings.

4.2 Evaluation metrics

Two metrics were retained to evaluate the quality of the recovered assembly with respect to the
known solution genomes.

The first one is the proportion of the 21-mers found in the genomes that are not found in the
assembly. This measures how well the different strains are covered. A large number of missing 21-
mers indicates that some strains have not been well assembled.

The second metric is the proportion of 21-mers found in the assembly that are found in the genome.
This evaluates the accuracy of the assembly. A low number of 21-mers found in the genomes indicates
that the assembly contains many errors.

128



4.3 Influence of strain coverage, divergence and number of strains on strain separation

Divergence A factor that can influence the strain reconstruction is the degree of divergence between
the strains. Seven datasets were created, composed of the simulated sequencing of the K12 strain
mixed with the simulated sequencing of seven strains having varying degree of divergence with K12.
The strains have been chosen to replicate exactly the experiment shown in [7].

Coverage Another crucial factor to reconstruct the strains is the depth at which each strain is covered.
To evaluate how this affected the HairSplitter algorithm, tests were carried out on a mixture of the
IAI1 and 12009 strains. In a first experiment, the two strains were sequenced at depths ranging from
5x to 50x. In a second experiment, the 12009 strain was sequenced systematically at 50x coverage,
while the IAI1 strain was sequenced at depths ranging from 5x to 50x.

Number of strains The authors of Strainberry pointed to the number of strains as a limiting factor in
strain reconstruction, with the completeness of the reconstruction decreasing significantly when more
than 3 strains were sequenced [7]. Mixtures were made with different numbers of strains. The strains
used for the mixtures were 12009, IAI1, F11, S88, Sakai, SE15, Shigella flexneri, UMN026, HS and
K12. The strains were chosen to cover a wide range of the Escherichia coli phylogenetic tree, with
some very close strains (such as F11 and S88) and others much more distance strains (such as SE15
and K12).

The results Figure 7 show that HairSplitter and Strainberry recover a very similar amount of
k-mers on mixtures of 2 strains. More specifically, both software perform well on pairs of strains
with more than 0.3% divergence, as defined by the ANI [13] (Figures 7b), and when the coverage is
20x or more (Figures 7d, 7f). This confirms the results presented in [7]. However, while HairSplitter
recovers a similar amount of missing 21-mers compared to Strainberry, it tends to generate much fewer
erroneous 21-mers (Figure 7a, 7c and 7e).

The most spectacular result is that even when the mixture contained six or more strains, Hair-
Splitter was able to recover most of the missing 21-mers, producing assemblies with significantly fewer
missing 21-mers than metaFlye and even Strainberry assemblies (Figure 7h). For example, in the
metaFlye assembly of the mixture of 10 strains, 46% of the 21-mers of the solution were missing. This
dropped to 39% when using Strainberry and 16% when using HairSplitter.

4.4 Performance

In all these tests, HairSplitter finished in less than 30 minutes using four threads and less than 5G
of RAM. This is similar to Strainberry and small compared to the assembly time, which took at least
5 times longer.

5 Discussion

In this work, we introduced HairSplitter, a new pipeline for performing strain separation on assem-
blies using only long reads. HairSplitter shows a significant improvement over state-of-the-art methods
when the number of strains is high. One of the reasons for this is that, unlike Strainberry, HairSplitter
can separate a contig into a variable number of strains. To confirm these results, HairSplitter needs
to be benchmarked on real sequencing datasets.

The data we simulated was of low quality to test HairSplitter in the hardest possible case. We
expect HairSplitter to perform even better as the quality of the sequencing improves, but this remains
to be tested. We also want to see if HairSplitter can improve on the de novo assembly performed by
hifiasm in the case of HiFi sequencing.

Another potential application of HairSplitter that deserves investigation is the phasing of polyploid
species. Powerful software, such as WhatsHap [14], already exists when the number of haplotypes is
known a priori and can be used for polyploid assembly. However, knowing the number of haplotypes
in each contig is not necessarily an easy task and using an agnostic approach such as HairSplitter
could improve the results.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 7. Evaluation of assemblies obtained using HairSplitter or Strainberry on the metaFlye assembly
in different mixes of strains. a and b: mix of K12 strain and another strain at 50x coverage. c and d:
mix of the IAI1 and 12009 strains at varying coverage. e and f: mix of the IAI1 and 12009 strains,
with 12009 at 50x coverage and IAI1 at varying coverage. g and h: mix of varying number of strains
at 50x coverage.
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Currently, HairSplitter has two shortcomings that we are trying to fix as a priority. First, it needs
at least 20x coverage to distinguish a strain. This is quite high and will undoubtedly be limiting in most
real-world applications where rare strains are common. Improving the quality of the data may solve
this problem. The second shortcoming is that the contig scaffolding step is still not fully satisfactory
and the contiguities of the assemblies obtained is lower than those obtained using Strainberry. This is
due to the fact that we are using GraphUnzip slightly outside the use case for which it was designed.
We will adapt GraphUnzip to this specific task.
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Genotype imputation is widely used to enrich genetic datasets. The operation relies on panels of known
reference haplotypes, typically with whole-genome sequencing data. How to choose a reference panel has
been widely studied and it is essential to have a panel that is well matched to the individuals who require
missing genotype imputation. However, it is broadly accepted that such an imputation panel will have an
enhanced performance with the inclusion of diversity (haplotypes from many different  populations).  We
investigate this observation by examining, in fine detail, exactly which reference haplotypes are contributing
at different regions of the genome. This is achieved using a novel method of inserting synthetic genetic
variation into the reference panel in order to track the performance of leading imputation algorithms. 

We took data from the 1000 Genomes Project  as our sandbox. We decided to separate three populations
(ACB, ASW, and MXL) and impute the 221 individuals from these populations (our target group) with a
reference panel formed by the remaining 23 populations. In order to track which reference haplotypes were
being called on to impute the individuals of our target group across the genome, we injected completed
synthetic variants into the imputation reference panel. These variants would serve as indicators for each of
the  five  continental  reference  groups;  a  synthetic  variant  tagging  the  EUR population  would  be  0  (the
‘reference’ allele) for all non-EUR haplotypes and 1 (the ‘alternative’) for all EUR haplotypes. We refer to
each batch of five synthetic variants as an ‘imputation barcode’.

Having added 32,279 imputation barcodes, imputation was completed using IMPUTE5 . We could then
calculate the cumulative contributions of different reference groups to the imputation. This was compared to
similar  estimations  using  the  chromo-painting   functionality  of  pbwt  ,  supervised  ADMIXTURE  ,  and
SOURCEFIND . Based on these results, we performed a large number of further imputations using restricted
imputation  panels.  This  led  to  a  proposed  optimisation  strategy  where  the  imputation  panel  would  be
restricted differently in each genomic region. This allowed us to demonstrate clearly the role of diversity in
an imputation reference panel,  explaining previous results in the literature as well as providing potential
avenues for improving existing genotype imputation algorithms. We show that while diversity may globally
improve imputation accuracy, there can be occasions where incorrect genotypes are imputed following the
inclusion of more diverse haplotypes in the reference panel.
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Résumé

Over the last decade, microbial ecology has undergone a transition from gene-centric
to genome-centric analyses. Indeed, the advent of metagenomics combined with binning
methods, single-cell genome sequencing as well as high-throughput cultivation methods have
contributed to the continuing and exponential increase of available prokaryotic genomes,
which in turn has favoured the exploration of microbial metabolisms. In the case of metage-
nomics, data processing, from raw reads to genome reconstruction, involves various steps
and software which can represent a major technical obstacle.
To overcome this challenge, we developed SnakeMAGs, a simple workflow that can process
Illumina data, from raw reads to metagenome-assembled genomes (MAGs) classification and
relative abundance estimate. It integrates state-of-the-art bioinformatic tools to sequentially
perform: quality control of the reads (illumina-utils, Trimmomatic), host sequence removal
(optional step, using Bowtie2), assembly (MEGAHIT), binning (MetaBAT2), quality filter-
ing of the bins (CheckM, GUNC), classification of the MAGs (GTDB-Tk) and estimate of
their relative abundance (CoverM). Developed with the popular Snakemake workflow man-
agement system (1), it can be deployed on various architectures, from single to multicore
and from workstation to computer clusters and grids. It is also flexible since users can easily
change parameters and/or add new rules.

Using termite gut metagenomic datasets, we showed that SnakeMAGs is slower but al-
lowed the recovery of more MAGs encompassing more diverse phyla compared to another
similar workflow named ATLAS (2). Importantly, these additional MAGs showed no signifi-
cant difference compared to the other ones in terms of completeness, contamination, genome
size nor relative abundance. Overall, our workflow should make the reconstruction of MAGs
more accessible to microbiologists.
SnakeMAGs is currently used in several large-scale metagenomic projects from different in-
stitutions. To offer more freedom and flexibility to the users, future releases of the workflow
will include a larger choice of tools to perform the same task (e.g. different trimming, as-
sembly or binning software). SnakeMAGs as well as test files and an extended tutorial are
available at: https://github.com/Nachida08/SnakeMAGs.

∗Intervenant
†Auteur correspondant: vincent.herve@inrae.fr
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Introduction
The rapid democratization of genome sequencing technologies has led to a significant growth in genomic

data available for non-model species in recent years. However, the massive scale and diversity of the
produced data pose significant challenges for scientists to meaningfully explore and extract information. To
address these challenges, there is a need for robust information systems that can efficiently integrate,
analyze, and visualize genomic data from multiple heterogeneous sources. These systems must be capable of
handling the increasing complexity and interconnectivity of genomic data, managing data security, and
providing intuitive interfaces for users to explore and interact with the content.

Although international databanks exist for genomic data (e.g. NCBI [1], EBI [2], Ensembl [3]), they may
not fully meet the needs of all users and communities, in terms of integration, analysis and visualization
capabilities. Additionally, these databanks typically have specific data formats and access policies, which
may not be ideal for all research. In response, more specialized databanks have emerged to address the
specific needs of communities. They are often based on open-source software (e.g. GMOD tool suite [4]),
and provide tailored interfaces, data models, and annotation resources. However, the increasing pace of data
release poses a significant challenge: as the volume and complexity of data increase, so do the human and
technical resources required for their curation and integration, which can be difficult for smaller
organizations to sustain.

For three years the Breton teams of the BioGenouest bioinformatics axis have been working together
implementing portals for the provision, visualization and processing of genome data [5]. In order to federate
the work carried out around common developments, a working group was formed to set up a FAIR [6]
compatible, automated system for data curation and integration. BEAURIS is the result of this work.

Results
In this talk, we will present BEAURIS [7], a fully automated system for integration, visualization and

exploration of genomic data. The target audience of BEAURIS are bioinformaticians willing to publish
genomic data within web interfaces.

BEAURIS is the combination of GitLab CI/CD [8] as an automated pipeline engine, and a custom-made,
modular Python library for the management and processing of the data. The pipeline itself works in four
steps: i) data validation and correction (e.g. reformatting of common GFF formatting issues), ii) data
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derivation (e.g. format conversion, metrics computing, functional annotation with ORSON [9]), iii) web
interface deployment, and iv) data safeguarding, with each step being composed of several configurable jobs.
As CI/CD computing resources are limited, long running steps can be executed on external computing
platforms (Galaxy, HPC clusters with DRMAA, using or not workflow systems like NextFlow) thanks to the
usage of specifically configured GitLab Runners [10].

Adding new genomic data into BEAURIS consists in writing yaml files, conforming to a well-defined
schema. These files contain paths to the data itself, various metadata, and optional parameters to allow full
customization of the pipeline. For instance, the user may select which web interfaces to deploy from a
selection (including JBrowse [11], Apollo [12], Blast [13,14], GeneNoteBook [15], and a download page),
restrict access to the data to a specific group of user, or modify the amount of computational resources used
by the pipeline. The jobs launched by BEAURIS will vary depending on the data provided, (eg: assembly,
annotation, and/or track files). A versioning system allows to add multiple versions of each dataset, and to
keep track of all the history of this data.

On submission of the yaml files (through a merge request), a staging pipeline is launched, following the
four steps described previously. On pipeline completion, the user can access the processed data and the web
interfaces in a staging environment, accessible only to admin users, allowing to preview the final result, and
if needed amend the submitted yaml files. Any change in the yaml files will be detected, and will re-trigger
the required jobs depending on the changes.

At this point, the merge request may be accepted by the administrator, and will trigger the production
pipeline. This pipeline will lock both the initial and processed data, labeling it with metadata, and store it in a
dedicated safe folder, with restricted permissions, to ensure it cannot be tampered with in the long term. The
web interfaces will also be deployed in the production environment at this step, with public access to anyone,
or restricted to specific audiences.

At any point after the merge, the user may submit another merge request to amend the yaml file, by adding
for instance a new assembly or annotation. The same pipeline will then be triggered, and only the jobs linked
to the modified or added data will run.

Currently, BEAURIS has already been used to integrate data from 9 distinct organisms (genome
sequences, structural and functional annotations, RNASeq data), on two bioinformatics platforms (GenOuest,
ABiMS).

Conclusion
BEAURIS has been designed with a strong will to respect the principles of FAIR data and open science.

Indeed, the code, and the chosen architecture is by nature embracing the open science concept (free access to
the code and the infrastructure, open license). The use of structured yaml files, and the long term safe storage
of raw and processed data, make BEAURIS a very strong basis for publishing genomic data in reproducible
and FAIR manner. The automatic submission of data to external data repositories (e.g. Zenodo,
recherche.data.gouv.fr, NCBI, EBI) is already planned in the near future.

Technically, future versions of this system will allow to support a greater range of data types (e.g. genomic
variants, orthology and synteny data, phenotypic data) and web interfaces (e.g. AskOmics, JBrowse2,
synteny viewers). Thanks to the modularity of BEAURIS, each bioinformatics platform will be able to
contribute their own components, and to use the ones they need for their specific audiences.

Finally, BEAURIS will be the basis for a 8-year major project starting this year. The ATLASea programme
(PEPR) plans to sequence the genome of 4500 of the 12,000 marines eukaryotic species identified in the
metropolitan EEZ and 1,000 species in four overseas territories. The BEAURIS project partners will all be
involved in the targeted BYTE-SEA project to set up the IT infrastructure dedicated to the management and
analysis of the programme's data. The aim will be to centralize all genomic data produced in a single portal
and to integrate the genomes of related organisms sequenced by other consortia. The portal will provide tools
for sequence searching, genome analysis, genome comparison and data visualization. In this context, all the
developments carried out over the last few years within the framework of BEAURIS will make it possible to
ensure the programmatic implementation of genome visualization spaces in line with the high throughput of
raw data, estimated at 3 genomes per day. On the other hand, it will guarantee the interoperability and
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security of the data, and facilitate their dissemination and use in accordance with FAIR and Open Science
principles.

Code availability
Code available under MIT license on https://gitlab.com/beaur1s/beauris, contributions are welcome.
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Compositional biases promoting self-assembly establish a link between the
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In  recent  years,  significant  progress  has  been  made  in  understanding  the  role  of  the  genome  spatial
organization in gene expression regulation [1]. The genome spatial organization can be defined by the fact
that  genes  are  not  randomly  distributed  in  the  nucleus,  but  are  instead  organized  within  more  or  less
dynamical spatial communities or clusters. 

To better understand the biological causes and consequences of the genome spatial organization, we first
collected different kind of datasets that allow to infer the spatial localization of human genes in the nucleus.
For example, we used several human Hi-C datasets that allow to define groups of genes that are in spatial
proximity, datasets that allow to define the nuclear radial position of human genes [2], and datasets that allow
to define the localization of genes in regards to nuclear sub-compartments such as lamina, speckles and
nucleolus [3]. Using these datasets and analyzing gene nucleotide composition, we show that genes that are
in close spatial proximity to each other share the same nucleotide composition bias. The composition biases
– and thus the physicochemical properties shared between genomic regions – could explain at least in part
how they self-assemble within spatial communities. We also show that co-localized genes sharing the same
compositional biases have a higher probability of being co-regulated by the same set of transcription factors.
We then show that co-localized genes that have the same compositional biases produce RNAs that share the
same biases and that are co-regulated by the same set of RNA-binding proteins, such as splicing factors.
Then, we show that RNAs produced from the same gene spatial clusters and sharing the same compositional
biases produce proteins that  themselves  share the  same amino acid compositional  biases.  Consequently,
proteins whose genes co-localize have the same physicochemical properties. Since the cellular localization of
proteins depends on their physicochemical properties, we next show that proteins whose genes co-localize in
the nucleus have a higher probability of being part of the same cellular sub-compartments.

Through  the  analysis  of  the  compositional  biases  of  nucleic  acids  and  proteins  –  as  a  proxy  of  their
physicochemical properties – our work uncovers a link between the spatial organization of genes in the
nucleus  and the  spatial  organization  of  their  products  (i.e.,  proteins)  in  the  cell.  In  addition,  our  work
supports a model according to which gene- function and -regulation are  two sides of the same coin. Indeed,
genes  are  co-regulated  according  to  their  compositional  biases  and  because  they  share  nucleotide
composition  biases,  co-localized  and  co-regulated  genes  produce  proteins  that  share  the  same  amino
composition biases and that have therefore similar biological functions. In a symmetrical manner, proteins
that have similar biological functions share the same amino acid composition biases and therefore come from
co-localized genes sharing the same nucleotide composition biases and co-regulated by the same factors.
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De novo whole  genome assembly  is  a  difficult  task  that  aims  to  reconstruct  the  genome of  an
organism with relatively small fragments called reads and no reference as backbones [1]. To achieve this,
several algorithm exists but they rely on alignment or overlap between reads or contigs in order to make
linkage [1]. This method is error prone due to a number of variables such as sequencing depth, sequencing
error or repeated sequences [1]. Errors tends to propagate to following steps, decreasing the overall initial
quality of an assembly [2]. 

Today's projects like the Darwin Tree of Life (DToL) project use a combination of protocol and
sequencing techniques to create initial assemblies of high quality but not error-free [3]. Each assembly needs
to be curated by hand [2, 3] which is a long task.  Hence,  the resources and time associated with these
projects are great [2, 3].

Invented around 2010, the Hi-C protocol allows us to capture the spatial conformation of the genome
[4,  5].  It  relies  on linking  close sequences  together,  sequencing  them,  then counting the  links  between
different parts of the genome [6]. One key observation is that sequences that are spatially close are also close
within the genome [4]. This makes this protocol very useful for de novo assemblies as it helps to build the
scaffolds based on linkage correlation between contigs.  

One of the typical errors occurring in contigs assembly results in a chimeric contig. It can be defined
as a contig that is composed of two unrelated sequences, from different chromosomes for example [7]. They
can be joined because of a shared repeated sequence that mislead the assembler [7]. Several tools exist to
detect and correct those errors. YaHS seems to be the best  current  solution and is being used in the DToL
project  [8].  It  works by  searching for a  position where the  number  of  linkages is  lower  than a certain
threshold. The assumption is that a low count position is representative of a misjoin between two unrelated
sequences [8]. This method saw a lot of different implementations with their set of parameters [8, 9].

Our proposed method relies on applying a deep learning computer vision model on the Hi-C contact
matrix directly. The principle is to remove the reliance on a threshold or other metrics that can require dataset
specific adjustments and rather search for patterns on Hi-C contact matrix. Indeed, chimeric contigs can be
detected on Hi-C contact map because of the pattern they induce [8]. Preliminary results seem to indicate
that our method outperforms current state of the art methods using a self-supervised model [10]. A lot of
work is still required to search for the best model as well as find the best hyper-parameters. 
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Résumé

Collagen and Fibronectin (FN) are two vital components of the extracellular matrix that
play a crucial role in regulating cellular behavior and matrix remodeling through their inter-
action (1). The fibronectin collagen binding domain (F-CBD) has garnered interest in tissue
engineering and regenerative medicine applications due to these functions (2,3). In pursuit
of developing an innovative bio-adhesive motif for these applications, we have designed a
new chimeric protein containing FN-collagen and cell binding domains (4). The protein
comprises the F-CBD and cellular binding domains (PHSRN and RGD amino acids) of the
9th and 10th fibronectin type 3 (FNIII9 and FNIII10) modules, which we have cloned and
produced at the EBI laboratory. However, questions remain about the affinity interaction of
the collagen-chimera complex and the possible conformations of the collagen protein within
the chimera.
Therefore, our project aims to bioproduce the chimeric protein and perform collagen binding
tests to study the chimera-collagen interaction. Additionally, we utilized several bioinfor-
matics tools, including AlphaFold and I-TASSER, to predict the three-dimensional structure
of the chimera and explore the homologues using BLAST. We also used AutoDock Vina to
study the docking of collagen in the chimera. These tools allowed us to investigate the possi-
ble conformations of the collagen protein in the chimera and to assess the affinity interaction
of the collagen-chimera complex. We have successfully produced the chimeric protein, and
our experimental results are consistent with our bioinformatics predictions, which illustrate
the high affinity between collagen and the chimera. These findings present many opportuni-
ties for the application of this chimera in tissue engineering and regenerative medicine.
(1) Patten J, Wang K. Fibronectin in development and wound healing. Adv Drug Deliv
Rev. 2021 Mar;170:353-368. doi: 10.1016/j.addr.2020.09.005. Epub 2020 Sep 19. PMID:
32961203.
(2) Parisi L, Toffoli A, Ghezzi B, Mozzoni B, Lumetti S, Macaluso GM. A glance on the
role of fibronectin in controlling cell response at biomaterial interface. Jpn Dent Sci Rev.
2020 Dec;56(1):50-55. doi: 10.1016/j.jdsr.2019.11.002. Epub 2019 Dec 18. PMID: 31890058;
PMCID: PMC6928270.
(3) Pankov R, Yamada KM. Fibronectin at a glance. J Cell Sci. 2002 Oct 15;115(Pt 20):3861-
3. doi: 10.1242/jcs.00059. PMID: 12244123.
(4) Ben Abla A, Boeuf G, Elmarjou A, Dridi C, Poirier F, Changotade S, Lutomski D,
Elm’selmi A. Engineering of Bio-Adhesive Ligand Containing Recombinant RGD and PH-
SRN Fibronectin Cell-Binding Domains in Fusion with a Colored Multi Affinity Tag: Simple
Approach for Fragment Study from Expression to Adsorption. Int J Mol Sci. 2021 Jul
8;22(14):7362. doi: 10.3390/ijms22147362. PMID: 34298982; PMCID: PMC8303147.
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Résumé

Introduction

Cell signaling involves many proteins, many of which belong to families of related proteins,
and these proteins together display a huge number of interactions. One of the events that
led to the creation of new genes was whole genome duplication (WGD), which made some
major innovations possible. In additional to the two WGDs that happened in vertebrate
genomes, teleost genomes underwent a third WGD after separation from the lineage leading
to holostei. Moreover, a fourth WGD also occurred independently in salmonids (100MYA)
and carps (10MYA) (1,2). One of the major assumptions of the preservation of duplicated
genes is a dose effect (3). Indeed, this postulate is based on the idea that the number of
copies of a gene is influenced by the dosage of the products with which it interacts (4).

Materials and Methods

In the present work, we have studied in 63 teleost species whether the orthologs of hu-
man genes involved in each of the 47 signaling pathways (HGSP) remain more frequently in
duplicates, triplicates or returned more frequently as singleton than the whole genome.

Results

Our results show these genes remain more frequently in duplicate and in triplicate in teleost
of the 3WGD and 4WGD group, respectively. We obtained similar results for teleost or-
thologs of genes encoding ligand/membrane receptor pairs (5). Moreover, by examining
pairs of interacting genes products in terms of conserved copy numbers, we show that a ma-
jority of 1:1 and 1:2 proportion/stoichiometry, and of 2:2 and 2:4 proportion was observed in
the 3WGD (between 54% and 60%) and 4WGD (30%) group, respectively. In both groups,
the 0:n proportion was observed at a mean of approximately 10%, some pseudogenes being
found in the concerned genomes. Finally, the proportions were very different between the
studied pathways. The n:n (i.e. same) proportion concerns from 20% to 65% of the inter-
actions, depending on the pathways, the n:m (i.e. different) proportion from 34% to 70%.

∗Intervenant
†Auteur correspondant: philippe.monget@inrae.fr
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Among the n:n proportion, the 1:1 ratios is the more represented (25.8%) and among the
n:m ratios, the 1:2 is the more represented (25.0%). An absence of gene loss was observed for
the JAK-STAT, FoxO and Glucagon pathways. Overall, these results show that the teleost
genes orthologs of HGSP remain more in duplicate (3WGD) and in triplicate (4WGD) than
the whole genome, some genes being lost, and the proportions being not always maintained.
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Abstract 

More than 30 years after the nuclear power plant accident in Chornobyl, wildlife in the Chornobyl Exclusion 

Zone (CEZ) is still chronically exposed to low doses of ionizing radiation. In 2018, populations of the Eastern 

tree frog Hyla orientalis were sampled inside the CEZ across a gradient of radiocontamination and in nearby 

control sites [1]. Our research project aims at developing methods for multi-omics data integration to advance 

the understanding of the consequences of chronic exposure to low-dose radiation. The first axis of this study 

focuses on the exploration of transcriptomic data in relation to dosimetry. The analysis of RNA-seq data could 

reveal radiation-specific molecular signatures; however, this can only be accomplished if confounding factors 

are properly accounted for. Here, we compare batch effect removal strategies using the transcriptomic data 

obtained from 87 tree frogs. We highlight the strengths and weaknesses of the following methods: the ComBat-

seq method dedicated for RNA-seq count data [2], linear regression on the batch with residuals extraction, and 

an integrated approach with mixOmics MINT [3]. The geographical site of origin of the frogs is a confounding 

factor for the analysis, and its complete confoundedness with the dose makes its handling challenging. Indeed, 

the different methods we used were brought to their limits: correcting or accounting for the batch effect cuts 

out the biological information related to the dose. The site factor encompasses hidden information, including 

the local environment and available food sources, the day of capture, and the genetic diversity between the 

populations of tree frogs. In a second approach, we performed hierarchical clustering on the genetic distance 

matrix to summarize the genetic diversity into a batch factor. Using the methods previously mentioned, we 

were able to integrate genetic diversity into the analysis and bring to light the effect of the ionizing radiation 

dose in the transcriptomic data. 
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Poster Abstract

As tumors are dynamic heterogeneous ecosystems, it is essential to study the underlying hetero-
geneity for a better understanding of cancer biology. Currently, there is no framework to infer the
causal mechanisms underlying the effect of tumor heterogeneity on disease outcome. Heterogene-
ity and composition of the tumor has a major impact on cancer cells growth, division, resistance
and metastasis [1]. We want to test the extent to which the effect of tumor heterogeneity on dis-
ease outcome is explained (or not) by the molecular features of the tumor (i.e. gene expression and
DNA methylation, an epigenetic mark regulating the gene expression). Our goal is to develop a new
multimodal high-dimension mediation analysis framework to unravel this causal links.

THEMA project will concentrate on one critical scenario: the development of pancreatic ductal
adenocarcinoma (PDAC). Incidence of this cancer increases regularly in Western countries and is
expected to become the second leading cause of cancer-related mortality in 2025. Our collaborators [2]
recently demonstrated that PDACs are highly heterogeneous cancers, with an abundant differentiated
stroma associated with prognostic relevance.

First, we will study the indirect effect of DNA methylation (DNAm) in the pathway that
links tumor heterogeneity and disease outcome [3]. DNAm is a well-studied epigenitic mechanism
that contributes to cell type differentiation through the control of gene expression. We will then
expend this model to study the indirect effect of gene expression in the same pathway. Third, we
will develop a statistical framework to perform multimodal high-dimension mediation analysis and
question the relationship between the identified mediators (gene expression and DNAm). Finally, we
will test how the exposure to an external environmental cue such as therapeutic treatment affect
the identified indirect effects.

We expected that THEMA will: i) identify for the first time molecular mediators of tumor het-
erogeneity, both at the DNA methylation and gene expression level; ii) improves understanding of
carcinogenesis; iii) offers great perspectives in the development of new biomarkers and personalized
therapeutic treatments, with combined mediation analysis of external environmental cues.

In this poster I will present context, goals and methodology of my doctoral project. I will also
present mediation analysis simple approach results and conditional simulation first results (based on
the existing methylation matrix).
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and its intermediate host Achatina fulica in

Guadeloupe evidenced by phylogenetic analyses
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Résumé

Angiostrongylus cantonensis (rat lungworm) is the main pathogen responsible for eosinophilic
meningitis in humans. Its intermediate host Achatina fulica invaded many countries around
the world before appearing in the West Indies in the late 1980s. In our departments, the
first cases of human angiostrongylosis were reported in Martinique, Guadeloupe and French
Guiana in 2002, 2013 and 2017 respectively. In order to have a better knowledge of an-
giostrongylosis in Guadeloupe, particularly its geographical origin and mode of introduction,
this study proposes a molecular characterization of adult worms of A. cantonensis and its
intermediate host A. fulica.

Mots-Clés: Angiostrongylus cantonenis, Achatina fulica, Guadeloupe, phylogeny, cytochrome C,

cytochrome B, rRNA 16s
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    Assembling the genomes of polyploid hybrid species is a challenge, due to variable degrees of 
divergence between the genome copies. Unlike in polyploid hybrids, classical sexually-reproducing 
species have diploid genomes with two highly similar chromosome sets inherited from their parents. 
However, for the root-knot nematode Meloidogyne incognita, it is hypothesized that three chromosome 
sets with various degrees of sequence divergence compose its triploid (A'A"B) genome. 
 
    We have generated genomic data using long-reads from ONT technology for M. incognita. Using 
NECAT we assembled the genome in 291 contigs which we further polished with both ONT long reads 
and Illumina short reads. This allowed resolving and assembling highly repetitive regions of the M. 
incognita genome for the first time. Thanks to this new assembly, we could investigate the telomere 
sequences of M. incognita [1]. Against all odds, we could find neither the telomerase genes nor the 
canonical telomeric repeat sequence of the model nematode C. elegans. However, at the end of some 
M. incognita contigs, we found an enrichment of a composite G-rich repeat. We compared this new 
repetitive sequence against all nematode species with a sequenced genome, and apart from partial 
matches in closely related Meloidogyne species, the repeat was absent from the rest of the nematodes. 
Using fluorescent in-situ hybridization we confirmed the repeat had a telomeric localization but only at 
one extremity of the chromosomes. 
 
    The discovery of a new kind of telomeric repeat in these species highlights the evolutionary diversity 
of chromosome protection systems despite their central roles and opens new perspectives towards the 
development of more specific control methods against these pests. 
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Spatial transcriptomics approaches have recently emerged as some of the most promising technologies to 

analyze spatial distribution of cell types, and gene expression within tissues. These technologies are mainly 

divided in two categories: transcript level panel-based high throughput in situ hybridization/sequencing 

approaches (Vizgen Merscope, Nanostring CosMX [1], 10X Xenium [2]) and spatially barcoded next 

generation sequencing-based approaches (10X Visium, Slide-seqV2, Stereo-seq) [3]. The latter enable the 

detection of thousands of transcripts on tissue sections at subcellular to quasicellular resolution. However, this 

results in highly dimensional, sparse, spatially distributed data which can be highly demanding on 

computational resources. 10X’s Visium, currently the most widespread technology by publication metrics [3], 

outputs manageable data size at the cost of lower resolution, compared to other techniques, with 55µm diameter 

spots typically encompassing 1-20 cells. Therefore, a deconvolution step is often required to gain insight into 

the mixture of cells populating each spot: these deconvolution methods are often scRNA-seq reference based, 

with known drawbacks such as the loss of information and the necessity of a high-quality reference datasets. 

Here, we propose a new method named CellFromSpace (CFS), based on independent component analysis, 

enabling an unsupervised deconvolution of Visium data. We developed a package associated with a shiny tool 

that accelerates the annotation of deconvolved signal by biologists and/or clinicians. Thanks to the visual 

interface of the shiny tool, data representations and annotation can easily be achieved using the generated 

heatmaps, pathway analyses, spatial plotting and scatter pie charts. Spots can then be clustered and projected 

on UMAP; marker genes of clusters can be determined as well as ligand/receptors and cell type interactions. 

Results can easily be subsetted and output from the tool for further analysis by bioinformaticians. To evaluate 

the efficiency of CFS, we analyzed the visium dataset available from 10x Genomics Spatial Gene Expression 

dataset. Visium fresh frozen and FFPE samples of adult mouse brain and human tumors were analyzed. 

CFS was able to infer the cell composition of the mouse brain with high fidelity of the different layers of 

the brain but also detected signatures of diffuse cells such as astrocytes and microgial cells. Furthermore, CFS 

identified spot composition in cell types and activities within heterogeneous cancer tissues matching the 

pathologist annotations. Our method allows for the identification of different phenotypes within a tumor and 

identify peripheric and infiltrating stromal signatures such as immune infiltrates. CFS also enable to subset 

particular cell population to analyze them separately only using the corresponding independent components 

and spots. 

In conclusion, CFS is a tool that offers the possibility to thoroughly analyze and easily interpret results from 

NGS-based spatial transcriptomics analysis in absence of single cell dataset. 
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Le  projet  POPGEN couvre  l’ensemble  du  territoire  métropolitain  et  regroupe  les  informations
génétiques et géographiques précises de plus de 9772 volontaires issus de la cohorte Constances.  Les
individus ont été sélectionnés sur la proximité entre les lieux de naissance de leurs grands-parents.  Il
s’agit donc du plus grand projet en France qui fasse le lien entre géographie et génétique. 

 Actuellement,  la  plupart  des  méthodes  permettant  de  détecter  les  structures  de  population
n'intègrent  pas  directement  la  géographie  [1].  Lorsque  l’information  est  disponible,  elle  est
généralement considérée a posteriori pour interpréter les patterns de diversité génétique observés. 

 On s’appuie ici  sur  les données  du projet  POPGEN pour  présenter  des  résultats  de clustering
génétique qui dévoilent une stratification géographique fine de la population [2,3]. Les résultats de
partitionnement font notamment ressurgir clairement des barrières, topographiques ou culturelles, au
niveau du Pays basque, du Nord, de la Bretagne et des Vosges. 

 A partir de ces constatations, on propose de développer des méthodes basées sur l’utilisation des
informations  apportées  par  les  données  spatiales  pour  analyser  plus  finement  des  schémas  de
stratification génétique et pour mieux comprendre les différences phénotypiques observées dans les
différentes régions du territoire métropolitain.

 On  comparera  en  particulier  deux  types  d’approches  spatiales  :  d’une  part,  les  méthodes
géostatistiques  [4,1],  telles  que  le  krigeage,  qui  intègrent  des  informations  géographiques  dans
l’analyse, et d’autre part les méthodes non-géostatistiques, plus classiquement utilisées en génétique
des populations et qui prennent uniquement en compte les distances génétiques entre individus. On
montrera notamment que ces deux types d’approches sont complémentaires.
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The study of fine-grain genetic kinship ties (parents, siblings, cousins, etc.) from ancient remains is
now gaining significant interest and prominence within the field of paleogenetics, as a means of deciphering
the social organization of past societies[1,2]. However, despite sustained research efforts, kinship analyses are
in practice often quite difficult  to apply within paleogenetic studies[1,3],  and may carry a high degree of
uncertainty  in  the  results  they  provide,  especially  when  working  with  lowly  covered,  highly  degraded
samples – as is typically the case in the context of ancient DNA studies – or studying poorly characterized
populations.  To overcome these challenges, most of the methods dedicated to kinship estimation between
ancient DNA samples either refrain from inferring kinship past the second-degree of relatedness [4,5] (e.g.:
half-siblings),  and/or  rely  on  the  use  of  a  cohort of  individuals  to  obtain  a  satisfactory  statistical
significance[4,6,7]. Thus, the current state of the art remains intrinsically limited when attempting to estimate
kinship on a small number of individuals, or when trying to detect more distant relationships (e.g.: cousins). 

Here, we present an update and complete reimplementation of "GRUPS" (Get  Relatedness  Using
Pedigree  Simulations): an  ancient  DNA kinship  estimation  software  based  on  the  methods  originally
developed in (Martin D. et al – 2017)[8]. GRUPS both computes an estimate of relatedness from randomly
sampled pseudo-haploidized variant calls, and leverages high-definition pedigree simulations to bypass the
use of a cohort of individuals, making this method especially suitable when attempting to perform kinship
analysis on a single pair of low-coverage individuals. We highlight that GRUPS can provide with a sufficient
statistical  significance to estimate  genetic relatedness past  the second degree,  while  taking into account
contamination and sequencing error estimates when simulating individuals.  Finally, our updated method,
"GRUPS-rs" offers an estimated 2200-fold speed-up in runtime performance compared to its predecessor –
allowing the joint estimation of kinship between dozens of individuals in a matter of minutes – and is now
bundled with a user-friendly Shiny interface, in which users can interactively visualize their results.
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L’émergence  de  maladies  dans  les  troupeaux  ainsi  que  les  toxi-infections  alimentaire
collectives sont des enjeux majeurs en santé publique mais également d’un point de vue économique.
C’est pourquoi des systèmes de surveillance d’agents pathogènes sont mis en place, au niveau national
et au niveau européen, c’est le cas par exemple pour Salmonella [1] et Listeria monocytogenes [2]. La
caractérisation  de ces  agent  pathogènes repose  sur  des  approches  de  typage  moléculaire  qui  sont
principalement réalisées à partir de données de séquençage WGS (Whole genome sequencing). Les
données obtenues par séquençage doivent être assemblées afin de reconstituer les génomes bactériens
permettant  leur  caractérisation  à  l’échelle  moléculaire.  L’assemblage  représente  donc  une  étape
cruciale  pour  la  qualité  des  résultats  de  typage,  puisqu’avec  des  short  reads,  il  est  peu  probable
d’obtenir des génomes bactériens complets, mais plutôt des génomes fractionnés en plusieurs contigs.
Dans cette étude, nous avons donc réalisés des séquençage in-silico de 24 agents pathogènes d’intérêts
afin d’évaluer l’impact de l’assemblage sur les résultats de typage. Pour chaque agent pathogène, la
simulation de données de séquençage a été réalisée à partir de 5 génomes ou plus, disponibles sur les
banques de données publiques. Les reads ont été simulées selon plusieurs valeurs de profondeur de
séquençage (25X,  50X,  100X et  150X)  et  de  qualité  (phred  score  supérieur  à  30  et  phred  score
inférieur à 30), avec l’outils art [4]. Pour chaque génome, trois jeux de données ont été simulés de
manière indépendante. Ces jeux de données ont ensuite été assemblés par 3 outils spades [4], unicycler
[5] et shovill [6] en triplicates afin de tester la reproductibilité de ces méthodes. Le typage des agents
pathogènes a enfin été réalisé en utilisant lesméthodes de MLST et cgMLST avec l’outil mlst [7] et
chewBBACA [8].  Les  résultats  de  MLST ne semblent  pas  impactés  par  les  différentes  méthodes
d’assemblage, tandis qu’une variabilité a été observée sur les résultats de cgMLST. Cette variabilité
dans les résultats cgMLST semblent principalement liés à la composition intrinsèque des génomes
bactériens.  Les  génomes  le  long desquels  il  y  a  une  variation  importante  du pourcentage en  GC
présentent  des résultats  d’assemblage non reproductibles ce qui  impacte les résultats  de cgMLST.
Cependant, l’outil unicycler semble donner des résultats plus répétables pour ces agents pathogènes.
En  conclusion,  il  est  nécessaire  de  pouvoir  prédire  ce  niveau  de  variabilité  et  d’harmoniser  les
pipelines  d’analyses  avant  l’investigation  d’une  épidémie  afin  de  pouvoir  déterminer  le
polymorphisme  induit  par  l’évolution  des  agents  pathogènes  et  le  polymorphisme  induit  par  les
algorithmes d’assemblage. 
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The N-acylation reaction leads to the addition of an acyl group to the amine function of a molecule which 

can be an amino acid or a peptide leading to acylated derivatives that have a high application potential because 

of their technofunctional properties or their biological activities. This reaction can be catalyzed by 

aminoacylases. Four genes of Streptomyces ambofaciens, presenting a very high percentage of homology with 

the gene sequences of aminoacylases from Streptomyces mobaraensis were identified. The construction of 

deletion mutants of S. ambofaciens confirmed the activity of the enzymes encoded by the four genes and 

revealed the particular interest of two of them, SamAA and SamELA that catalyze the acylation of the α and 

the ε amine function of lysine respectively [1]. A numerical approach was implemented to acquire knowledge 

on the 3D structure and the catalytic mechanism of SamAA and SamELA which remain unknown until now. 

The templates that are defined as proteins having high percentages of identity and similarity with the target 

sequence and whose structures are known were identified using BLASTp and Swiss Model’s “Search for 

templates” tools. The structures of PDB entries 1Q7L, 5VO3, 4PPZ, 4RUH and 7LGP were identified as 

SamAA templates with identity percentages between 17 and 33%. Based on these templates, homology models 

of the 3D structure were built using Modeller from the Discovery Studio suite, Swiss Model and AlphaFold2 

and were compared. The best model according to energy calculations and the conservation of key residues was 

shown to be that obtained by ColabFold. Based on literature survey relating to the templates [2], metal ions 

were added and structural characteristics were determined: SamAA is a M20 family peptidase and is reasonably 

supposed to be under a homodimeric form with two zinc atoms per subunit. Residues His88, Asp120, Glu155, 

Glu182 and His416 are assumed to be responsible for the binding of these ions. Catalytic residues were 

identified, as Asp90 and Glu154, that would act as a key acid/base residue in the catalytic mechanism. 

Using BLASTp and Swiss Model’s “Search for templates” tools, the structures of PDB entries 3ICJ, 3IGH, 

5YZA, 1RJQ and 6SJ0 were identified as SamELA templates with identity percentages between 12 and 28%. 

Based on the same strategy as described before, SamELA homology models were built, then, metal ions were 

added and structural characteristics were determined [3]: SamELA is assumed to be a monomeric protein with 

two zinc atoms per subunit liked to the residues His71, His73, Asp265, His316, Asp417 and His351. SamELA 

is not an M20 peptidase like SamAA. 

Solvatation and energy minimization were applied to the retained models then, first docking simulations 

were performed aiming to determine the most favourable binding modes with lysine and the key residues and 

interactions that are responsible for the selectivity of SamAA and SamELA towards the lysine α and ε amino 

group, respectively. 
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Comparative analysis of Genome-Scale Metabolic Networks (GSMNs) may yield important information on
the biology, evolution, and adaptation of species [1]. However, it is impeded by the high heterogeneity of the
quality and completeness of structural and functional genome annotations, which may bias the results of such
comparisons [2]. To address this issue, we developed AuCoMe – a pipeline to automatically reconstruct
homogeneous GSMNs from a heterogeneous set of annotated genomes without discarding available manual
annotations [3]. We tested AuCoMe with three datasets, one bacterial, one fungal, and one algal, and
demonstrated that it successfully reduces technical biases while capturing the metabolic specificities of each
organism [4]. Our results also point out shared and diverging metabolic traits among evolutionarily distant
algae, underlining the potential of AuCoMe to accelerate the broad exploration of metabolic evolution across
the tree of life.
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Premature Aging (PA) diseases form a group of rare genetic disorders mimicking certain aspects of
physiological aging at an early age [1]. These diseases, usually monogenic, are clinically and genetically
heterogeneous [1]. For example, the Hutchinson-Gilford Progeria syndrome can be caused by mutations
in the LMNA or ZMPSTE24 genes. These mutations cause important defects in nuclear lamina with
a large range of cellular consequences and phenotypes including lipodystrophy, atherosclerosis and
heart failure [1]. Another PA disease is the Classical Ehlers-Danlos syndrome, which is caused by
mutations in several collagen genes (e.g., COL1A1, COL5A1, COL5A2 ), leading to hyperelastic skin
and joint hypermobility phenotypes. Hence, in these two diseases, the PA-associated phenotypes seem
to emerge from the perturbation of different cellular processes. However, to the best of our knowledge,
a systematic description of the biological processes altered in PA diseases does not exist.

Biological interactions between genes and proteins offer the opportunity to study cellular processes
on a large-scale. The diversity of physical and functional interactions can be represented as layers of a
multiplex network, which can then be explored by appropriate algorithms. In particular, community
identification algorithms allow extracting disease-associated subnetwork communities. As communities
correspond to cellular processes, this approach allows identifying the processes likely perturbed in
diseases.

In this work, we systematically identify the network communities associated with PA diseases. We
first identified 68 genetic diseases annotated with a PA phenotype in the Human Phenotype Ontol-
ogy (https://hpo.jax.org/app/). These diseases are caused by a total of 134 genes fetched from
ORPHANET (https://www.orpha.net/consor/cgi-bin/index.php). We then built a multiplex
biological network composed of 5 layers of interaction data, such as protein-protein or co-expression
interactions. We then systematically extracted the network communities of the 68 PA diseases thanks
to an iterative random walk with restart (it-RWR) implemented with the MultiXrank Python pack-
age [2]. We compared the 68 disease communities by computing their overlap with a Jaccard index,
revealing that the 68 disease communities aggregate into 6 large clusters. Enrichment analyses of
these clusters revealed different cellular processes, including for instance vesicle-mediated signaling,
DNA repair and cell cycle, or mitochondrial processes. Overall, our approach revealed the molecular
landscape of PA diseases and provides an improved understanding of the molecular mechanisms be-
hind these disorders. Moreover, we compared the cellular processes of our landscape of PA with the
hallmarks of aging described by Lopez-Otin and al. [3] and established links with physiological aging.
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Genome Wide Association Studies (GWAS) have identified thousands of genetic variants associated
with common diseases. However, pinpointing variants that are truly causal remains a challenge.
Indeed, GWAS results likely include a mix of causal variants and variants in linkage disequilibrium
(LD, i.e. highly correlated) with the causal variants. In order to identify actual causal variants,
fine-mapping methods have been developed. These methods use GWAS results and LD information,
to assign to each variant a probability of being causal. In this field, PAINTOR [1] has become a
standard, and one of its advantages is its ability to take into account functional annotations. Since a
PAINTOR run requires a lot of pre- and post-processing steps, we decided to wrap all these steps into a
Nextflow pipeline called PaintorPipe (https://github.com/sdjebali/PaintorPipe). PaintorPipe

uses three independent sources of information: GWAS summary statistics, LD information and
functional annotations, to rank the variants according to their susceptibility to be involved in the
development of the disease. The PAINTOR program is used to calculate the posterior probability of
each SNP to be causal (a.k.a Bayesian fine-mapping). The resulting credible sets of variants are
annotated with their biological functions and visualized using PAINTOR's visualization tool called
CANVIS. This pipeline is implemented in the Nextflow pipeline specific language (DSL2) [2], can
be run locally or on a slurm cluster and handles containerisation using Singularity [3]. It is
designed to be modular and customizable, allowing for an easy integration of diverse functional
annotations. To validate PaintoPipe, we ran it (version 1.1.1) on GWAS results from the latest
Coronary Artery Disease (CAD) meta-analysis involving 122,733 cases and 424,528 controls [4], and
identified 149 loci with fine-mapping information. Out of the 161 CAD loci previously identified by
the meta-analysis, and based on the presence of the lead SNP in our fine-mapped loci, 128 (78%)
were common with our results. We additionally tested the impact of several input parameters of the
pipeline, including the types of annotations used, on the pipeline’s results on CAD, and also tested the
pipeline on type 2 diabetes.
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Le Centers for Disease Control and Prevention (CDC) définit le concept One Health comme une approche
transdisciplinaire et multisectorielle incluant l’étude de la santé humaine, environnementale et animale ainsi
que la sécurité des aliments, et qui a pour objectif principal l’étude et la prévention des maladies infectieuses
émergentes.  Mettre en œuvre ce concept nécessite le développement d’outils permettant de centraliser les
systèmes  de  surveillance.  Au sein  de  l’ANSES les  activités  des  Laboratoires  de  Sécurité  des  Aliments
(LSAl) et de Santé Animale (LSAn) portent sur l’étude et la surveillance de différents pathogènes impliqués
dans les toxi-infections alimentaires : Salmonella, Listeria, Staphylococcus, Bacillus..., et sur des pathogènes
responsables  de  maladies  animales  majeures  du  troupeau  :  Fièvre  aphteuse,  Tuberculose,  Brucellose...
L’essor des technologies haut-débit entraine la création annuelle de plus de 4To de données utiles pour les
activités de génomiques (Séquençage haut-débit, génotypage haut-débit…) des deux Laboratoires. Associées
à  ces  résultats  génomiques,  les  équipes  du  LSAl  et  LSAn  doivent  gérer  de  nombreuses  métadonnées
épidémiologiques et contextuelles d’origine variable. Afin de faciliter la gestion de ces nombreuses données,
le service transversal de bio-informatique, le SPAAD, a créé l’outil Bac’PACK qui a pour objectif (i) la
centralisation  de  données  interopérable  entre  les  différents  domaines  d’activité  (épidémiologie  et
génomiques)  grâce  notamment  au  déploiement  de  référentiels  internationaux  pour  la  description  des
échantillons et du contexte des prélèvements ; (ii) la mise à disposition de ces données au travers des tableau
de bord permettant la visualisation  des données et leur requêtage et (iii) le partage d’informations vers les
grandes instances sanitaires européennes et internationales. Ainsi, notre outil se compose de plusieurs bases
de données MongoDB permettant de regrouper les informations disponibles pour chaque pathogènes étudiés
dans  les  laboratoires  ainsi  qu’une  interface  graphique  développée  avec  la  librairie  Streamlit  facilitant
l’enregistrement et l’interrogation de ces données. Au final, l’outil Bac’PACK que nous avons développé
permet de suivre en temps réel, l’incidence d’un ensemble d’agents pathogènes sur les territoires nationaux
et européens, et de détecter rapidement si ces derniers ont subi une modification
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INTRODUCTION 

Antimicrobial resistance (AMR) is currently one of the most important public health problems in the 

world1. It has dramatically increased morbidity and mortality in both humans and animals, with serious 

implications for the future treatment of human infections and for animal health and productivity2. The 

emergence of AMR is mainly due to the selective pressure of antibiotics used in both human and 

veterinary medicine3. The use of antibiotic in food-producing animals raises concerns about the potential 

emergence and spread of resistant bacteria4. 

 

Food-producing animals are potential reservoir of AMR, which can be transmitted to human pathogen 

via the food chain5, direct contact with animals, or release of manure into the environment6. The risk of 

zoonotic transfer from farm animals to humans in close contact with these animals is still largely 

unknown, but some studies have suggested a transfer of extended-spectrum β-lactamase (ESBL) E. coli 

or ESBLs genes from poultry or pigs to farm workers7, However, in most African surveys, among 

ESBLs, specific blaCTX-M-15 harboring clones are mainly identified in humans. In addition to this direct 

zoonotic transmission, other routes such as transmission via contaminated drinking water8, insects or a 

contaminated environment9, may be a risk factor for human colonization or infection. 

 

Enterobacteriaceae carrying ESBLs are a worldwide clinical problem. ESBLs are mainly plasmid-

encoded enzymes that confer extended resistance to β-lactam antimicrobials, due to their ability to 

inactivate cephalosporins. ESBL-producing bacteria are known as nosocomial pathogens or community-

acquired pathogens, with E. coli being the most common. The occurrence of ESBL E. coli bacteria has 

also been widely reported as pathogens and/or colonizers in livestock, companion animals, zoo animals, 

and wildlife10 causing mastitis in dairy cattle, but most commonly livestock are asymptomatic carriers 

of ESBL producers11. 

 

The extent to which food-producing animals contributes to potential transmission of ESBL producers to 

humans is not well established. Though the direct transmission of AMR between animals and related 

environment, and human is still vague and debatable, the risk should not be neglected. By the way, we 

investigated AMR in healthy food-producing animals in Guadeloupe11. We observed a moderate rate of 

ESBL-E. coli in a context of rational use of antimicrobials. Nevertheless, a hotspot of ESBL-E. coli 

blaCTX-M-15 carriers was discovered in beef cattle from farms free of third generation cephalosporins use. 

The factors driving AMR in food-producing animals requires meticulous investigation in order to 

introduce efficient initiatives to reduce resistance occurrence. These factors will be studied in 

environments reflecting real-life practices. The main objective was to assess the origin of ESBL-E. coli 

in cattle from an environment without 3GC-use. As we aimed to investigate AMR at the farm ecosystem 

level, we tested the hypothesis that ESBL-E. coli occurrence may originate from selective pressures 

other than 3GC use. Because oxytetracycline was widely used on farms for digestive pathology and to 

explain the occurrence of ESBL E. coli without the use of 3GC11, we investigated oxytetracycline as a 

source of selective pressure. We also analyzed antiparasitic drugs widely used for tick-borne diseases 

or gastrointestinal strongle control, heavy metals as potential source of soil/plant contamination or 

antioxidants found in supplemental cattle feed. Because blaCTX-M-15 is of human origin, we also tested 

the hypothesis that ESBL-E. coli occurrence in cattle may originate from imported human isolates. 
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MATERIAL AND METHODS 

 
Sampling and collection 

We focused our investigations on the farms representing the highest rate of 3GCR E. coli11. Between 

January 2018 and May 2019, beef cattle and goats, their environment, and food were screened for E. coli.  

Fresh fecal samples from cattle feces living in stabulation or in field, and goat feces living in stabulation 

were randomly collected just after excretion. Flying or resting flies around cattle feces, manure or goat 

breastfeeding food, and adult mosquitoes (Culex sp.) in unused goat feeders were trapped using a 6-volt 

mechanical aspirator. Drinking water and untreated water used for agriculture were sampled. 

Wastewater samples were collected downstream of the administration building. Cattle fodder, goat 

breastfeeding solubilized milk, milk powder, and pellets were collected aseptically. All samples were 

stored and transported in sterile cups or bags on ice to the Pasteur Institute laboratory within 4 h. Samples 

were stored at 4 °C and processed within 8 h of sampling. 

 
Molecular identification of flies 

Taxonomic assignment of fly species was performed by cytochrome oxidase I (COI) encoding gene 

PCR screening and Genbank sequence comparison. DNA was extracted individually from 7 

morphologically distinct flies using the NucleoSpin® Tissue DNA Extraction Kit (Macherey-Nagel, 

Hoerdt, France) according to the manufacturer’s instructions. A fragment of the COI encoding genes 

(710 bp) was amplified in all flies by simplex PCR using the primers LCO1490 (forward) (5'-

GGTCAACAAATCATAAAGATATTG G-3') and HCO2198 (reverse) (5'- 
TAAACTTCAGGGTGACCAAAAAATCA-3'). Amplified PCR products were sequenced (Eurofins, 

Köln, Germany) and compared to known COI gene sequences in the  GenBank database, by multiple-

sequence alignment using BLAST (http://blast.ncbi.nlm.nih.gov/Blast.cgi) for species assignment. All 

corresponding sequences were submitted to the phylogenetic tree reconstruction pipelines available on 

the Phylogeny.fr platform12. The tree was constructed using the “Advanced” option, which allows 

statistical evaluation of branch support values using 100 bootstraps, and plotted using iTOL13. 

 
Core genome comparative analysis 

To assess the genomic relatedness and dynamics of ESBL E. coli transmission in a One Health strategy, 

high-throughput whole-genome sequencing was performed on 70 isolates at the “Plateforme de 

microbiologie mutualisée” (P2M) of the Pasteur International Bioresources Network (Pasteur Institute, 

Paris, France). DNA was extracted using a DNA Mini Kit (Qiagen). Libraries were prepared using the 

Nextera XT kit (Illumina), and sequencing was performed on the NextSeq 500 system (Illumina). Reads 

were trimmed and filtered using AlienTrimmer14. Genomes were assembled using SPAdes software15, 

and final quality was assessed using QUAST16. Maximum likelihood phylogenetic reconstruction was 

performed using RAxML software v.8.0.017 with 100 bootstrap replicates on the “Université des 

Antilles” (UA) computing cluster. The GTR-CAT model was used for the phylogenetic reconstruction 

based on nucleotide sequences. The Slurm job scheduling system (https://slurm.schedmd.com) was used 

to parallelize the RAxML jobs on 16 cores and reduce the overall execution time. The tree was plotted 

using iTOL13. Where applicable, the multi locus sequence type (MLST) was identified based on the 

corresponding MLST scheme for E. coli 18. 

 

Multiplex long read sequencing and plasmid annotation 

MinION ligation libraries were constructed from 1 μg unfragmented bacterial gDNA. Single flow cell 

sequencing data from 24 barcoded E. coli isolates were run on the MinION for 48 h with max. 512 

sequencing channels available. Base-calling of MinION raw signals was performed using the Guppy 

v.3.2.10 data processing toolkit executed externally on the UA computing cluster and downloaded as 

FAST5 files. FASTQ files were extracted and split by barcode using the Epi2Me v.3.3.0 workflow 

available online (https://epi2me.nanoporetech.com). De novo genome assembly was performed using a 

hybrid strategy on combined nanopore long reads and previously available Illumina short reads. Fully 

resolved assemblies were obtained using the Unicycler pipeline19 with default parameters, implementing 

SPAdes de novo assembly and several rounds of Pilon polishing, and visualized using Bandage20. 

Quality control of the nanopore data was performed using QUAST16. Plasmids were annotated with 
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RAST and graphically aligned with BRIG 0.9521. Plasmidfinder22 was used to identify replicon plasmid 

types. The presence of antibiotic resistance genes was identified using ResFinder23. Mobilization module 

characterization was based on MOB-Suite24 and virulence genes were analyzed using the VFDB 

(http://www.mgc.ac.cn/VFs/main.htm) web tools. Gene flow characterization was performed using set-

joining analysis unions and subsequent Venn diagram illustration was performed using the web-based 

tool InteractiVenn25. Three biological datasets on virulence and resistance genes provided by in sillico 

analysis of whole genome sequences from bovine, fly and human ESBL-producing isolates were 

considered. 

 

Sequence data availability 
All the Illumina and Nanopore FASTQ data files generated and analyzed in the current study, will be 

deposited in the NCBI-SRA Public Archives. 

 

RESULTS 

 

ESBL E. coli carriage in Creole cattle and in a huge diversity of fly species 

 

To assess the source of ESBL E. coli, the farm environment was investigated. A total of 41 samples 

were collected. At the farm ecosystem scale, ESBL E. coli were recovered from eight morphologically 

distinct flies collected around goats breastfeeding food and manure. ESBL E. coli were harbored by five 

distinct fly species. ESBL E. coli were sporadically isolated among the closely related species Musca 

domestica and Dasyhippus barbipes (Figure 1). ESBL E. coli were not detected in other environmental 

samples from the farm.  

 

Figure 1. Genetic relatedness of flies based on cytochrome oxidase I gene fragment sequencing.  

 

 

 
*Fly species carrying ESBL E. coli isolates were assigned by an asterisk. 

 

An unexpected reservoir of flies and cattle harboring blaCTX-M-15 ESBL E. coli 

 

At the bacterial level, the comparative core genome analysis of 70 E. coli revealed 47 distinct patterns 

(Fig. 2), with 29 (41.4%) isolates grouped into six clusters with similar core genome patterns comprising 

two to ten isolates, while 41 (58.6%) distinct patterns were not clustered. The three largest clusters (A, 

B, C), contained six to ten ESBL E. coli, harboring a blaCTX-M-1 (A, B) or a blaCTX-M-15 (C) gene. Cluster 

C showed a close genomic relationship between 10 fly and bovine ESBL E. coli ST3268 belonging to 

the ST38 complex and isolated from the same ecosystem. The ST38 complex isolates harbored plasmid-

encoded blaCTX-M genes of two different types (blaCTX-M-15 and blaTEM-1B) that were inserted into two 

different plasmids. 

  

164



4/8 
 

Figure 2. Core genome comparative analysis of 70 ESBL E. coli 

 
ST, sequenced type based on Oxford MLST classification. 

Maximum likelihood phylogenetic tree of 70 ESBL E. coli isolates from Guadeloupe. Hosts and 

antimicrobial susceptibility phenotypes are indicated by vertical-colored stripes. Clusters are assigned 

by letters (A, B, C). A total of 40/70 isolates are extended-spectrum-b-lactamase (ESBL) producers. 

Corresponding resistance-coding genes, characterized by ResFinder, are indicated by black squares and 

plasmids by black circles.  

 

A 

B 

C 
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An ecosystem with high potential for resistance spread and persistence 

 

At the molecular level, plasmid sequencing allowed strains belonging to cluster C to be subdivided into 

two new subclusters (C.1 and C.2). Cluster C.1 included strains EC307, EC318, EC335, EC338, 

BCA37-F, -G, -H, -K, harboring three plasmid backbones from several incompatibility groups 

simultaneously and C.2 included two plasmids shared with C.1 (EC347, BCA26.3) (Figure 3). 

Unexpectedly, the blaCTX-M-15 gene was located in a transposon carried by a nonmobilizing replicative 

multireplicon plasmid IncFIB(K)_1_Kpn3-IncFIB(AP001918) cointegrates with a truncated 

IncN_1_AY046276 (248bp), which harbored many mobile genetic elements and several associated 

resistance genes. The conjugative replicon plasmid (IncN_1_AY046276, 50 979pb), absent in C2, 

carrying the blaTEM-1B gene with a cassette of resistance gene and virulence genes involved in the type 

IV secretion (T4S) system was carried by ESBL E. coli strains common to cattle and flies. Mating 

experiments showed that the blaCTX-M-15 could be transferred by conjugation. The third, a phage-plasmid 

(47 973 pb), contained prophage regions from Vibrio and Bacillus, without resistance genes and a toxin 

HigB/antitoxin HigA system involved in pathogenicity regulation. ESBL E. coli ST38 complex-blaCTX-

M-15/TEM-1B was found in cattle, flies, and hospitalized patients (Figure 2). The human origin of a larger 

non-conjugative IncFIB(pB171)_1_pB171/blaCTX-M-15 plasmid (106 354 bp) was found in Enterobacter 

sp. collected in the wastewater of the administration building.  

 

 

C.1       C.2 

   
 

 

Cattle and flies as reservoirs for ESBL isolates enriched in pathogenicity factors 

 
ESBL isolates from flies and cattle were enriched for virulence and resistance genes, respectively 78±3 

and 70±14 on average per isolate vs 41±0 for humans (p=0.00001), reflecting an animal reservoir of 

ESBL isolates carrying pathogenicity factors (virulence, resistance, replicon plasmid genes). To better 

characterize the circulation of virulence and resistance genes among ESBL-producing isolates collected 

from beef cattle (n=26), flies (n=5), and humans (n=11), were included in a Venn diagram recovered 

virulence genes (n=143), resistance genes (n=26), and replicon plasmid (n=22) provided by in sillico 

whole genome sequencing data analysis (Figure 6). Similar genes and plasmids were shared between 

cattle and flies and between cattle and humans. However, replicon plasmids shared between cattle and 

flies (n=2) were different from those shared between cattle and humans (n=3). Indeed, two blaCTX-M-15 

and dfrA14 genes, common to the 3 groups, were carried by different plasmids depending on the biotope 

(Figure 6 B and C). In addition, no genes or plasmids were shared between flies and humans. This result 

highlights 2 distinct modes of transmission, depending on the type of host involved in the transmission 

pathway, and reveals a bottleneck in transmission between flies and humans. Since flies harbor the 

majority of pathogenicity factors that are never shared with humans, the fly reservoir of ESBL isolates 

and the main route of transmission of ESBL isolates to beef cattle by direct contact is easily identified. 

Since no gene was shared between flies and humans, there was no direct transmission. Furthermore, 

genes shared between flies and humans were associated with the bovine reservoir, suggesting (i) indirect 

transmission from flies to cattle and then from cattle to humans, and (ii) only to a minor extent by direct 

contact from cattle to humans. Our results suggest a transmission dynamic that reflects the spread of 

multiple persistent ESBL isolate lineages rather than a single epidemic circulating clone. 
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Figure 3. Pathogenicity factors and replicon plasmids distribution among biotopes 

 

 

 

 

 

 

 

 

 

 

 

 

 

Venn diagram, drawn using the InteractiVenn web-base tool25, and representing the distribution of the 

virulence (A), resistance (B) and replicon plasmid (C) genes count recovered from extended-spectrum 

beta-lactamase-producing isolates from beef cattle, flies and humans. 

 

DISCUSSION 

 
This study of the origin of ESBL E. coli, in farm of food producing animals that are not exposed to third 

generation cephalosporins, allowed to identify a local cattle and flies reservoirs. ESBL E. coli from flies 

and cattle, ST3268 belonging to ST38 complex, were isolated in the same farm and were not found 

elsewhere in food-producing animals in Guadeloupe. The importance of ST38 among ESBL-producing 

E. coli has been described in human clinical isolates from Canada, Thaïland, United Kingdom and 

Netherland, France, Germany, and Switzerland but also in livestock and food in Germany Mogolian 

wild bird and West African rats.As corroborate our results, ST38 has been described to be predominantly 

mediated by CTX-M-1526. ST3268 has been recovered from humans, animals and the environment 

distributed worlwide. In our setting, the reservoir (flies and cattle) of ST3268 is delimited to one farm 

and the human compartment still seemed to be sporadically affected by this clone. Our results are 

consistent with a successful zoonotic E. coli ST38 lineage27. 

 

Nevertheless, plasmids are the main drivers of blaCTX-M genes dissemination and the blaCTX-M-15 gene has 

been widely disseminated through various narrow host range plasmids replicon types in human 

including IncFIA, IncFII, IncHI2, IncM, and IncK28. In our study, flies and cattle have accumulated 

multiple plasmids and genes and represent also a reservoir of resistant and virulent factors. The spread 

of blaCTX-M-15 in human isolates is a combination of successful clones and plasmids. In this way, 

dissemination of CTX-M-15 in human isolates is classically attributed to the expansion of the E. coli 

O25b-ST131 clone harbouring IncF plasmids. This strain habitually harbours the blaCTX-M-15 gene 

located on IncFII or FIA, FIB, and FII multireplicons. Indeed, IncF plasmids are low-copy-number 

plasmids, often carrying more than one replicon. It has been showed that blaCTX-M-15 can be carried by 

FIA-FIB, FIA-FIB-FII and FIB-FII multireplicons29. In our setting, the blaCTX-M-15 gene was carried by 

a non-mobilizable multireplicon plasmid (2 IncFIB) cointegrating with a troncated IncN replicon. 

IncFIB-IncN multireplicon plasmids carrying the blaCTX-M-15 gene were also identified in Salmonella 

found in food sources in Colombia. One E. coli strain harbored an IncFIB(K) and IncFIB(AP001918)-

type plasmid (ST38) was found in urban West African rats30. Nevertheless, to the better of our 

knowledge, our multidrug resistance structure of IncFIB/blaCTX-M-15/blaTEM1B multi FIB replicon had 

never been described. IncN broad host-range replicon plasmid has been isolated in Salmonella spp. and 

E. coli from food producing animals and has been implicated in the dissemination and spread of CTX-

M enzymes31. Indeed, homologous recombination between insertion sequences and transposons, 

appeared to be an important driver of new multiresistance regions32, and this may be coupled with 

recombination in plasmid backbones to reassort multiple IncF replicons cointegrates with IncN replicon 

as well as components of multiresistance regions. Even carried by a non-mobilizing IncF multireplicon 

bla
CTX-M-15_1, 

dfrA14_5  

aph(3'')-Ib_5, bla
TEM-1B_1

, dfrA14_1, 

mdf(A)_1, sul2_2, tet(A)_6 

fosA7_1, sul1_5
 
 

IncFIB(K)_1_Kpn3 
IncFIB(AP001918)_1 

IncFII(pECLA)_1_pECLA 

IncFIB(pB171)_1_pB171, 
IncFII(pCoo)_1_pCoo, 
IncFII(pSE11)_1_pSE11  

fliA, fliP, gtrB, hsiC1/vipB, lpfA, lpfB, lpfC, 
lpfE, pla 

chuA, flhC, hsiB1/vipA 

A

 

B

 

C

 

167



7/8 
 

plasmid, the blaCTX-M-15 gene resides in environment of transposase coding genes and insertion sequences 

as markers of intracellular mobility, but also of other (blaTEM-1B positive) plasmids and of many different 

Inc types (IncF, IncN conjugative) enabling inter-plasmidic transfer events and facilitating widespread 

dissemination of the bla genes between bacterial species and hosts. In addition, the IncN replicon contain 

a conjugative type IV secretion system (VirB1, virB3, virB5, virB8, virB10, virB11) usually described 

in IncF plasmids, mediating high-frequency transfer and accounts for the prevalence of these multi-drug 

resistance plasmids in environmental and clinical settings33. It was observed that plasmids belonging to 

the IncN group are often colocalized with IncF plasmids34. It has been proposed that in multireplicon 

plasmids, one replicon is strongly conserved due to the selective pressure imposed by the necessity of 

duplicating the plasmid, while the other is free to diverge35.  

 

The plasmid content of the ESBL isolates and the plasmid backbones indicate a significant plasticity of 

the genomes studied, probably reflecting an accumulation of rearrangements related to the selection 

pressures undergone. The E. coli ST3268 cluster deserves particular attention because it includes strains 

harboring several plasmids enriched in multidrug resistance and virulence factors, giving the strains a 

strong potential for sustainable spread. In a context where vectors such as flies favor the circulation of 

clones, the dynamics of transmission could be reactivated and a potential transmission from animals to 

humans is not inevitable. 
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A physical model of nucleosome formation showed that, for one third of the human genome, the positions 
of nucleosomes are directly encoded in the DNA sequence through statistical positioning of 2-3 nucleosomes 
at the border of regions predicted to be too energetically costly to bend around histones, called “nucleosomal  
inhibitory energy barriers” or NIEBs.  In human, 1.5 million NIEBs have been detected,  one every 1.5-
1.8 kbp without any particular association to genomic regions but a depletion at gene TSSs. We found NIEBs  
in all higher eukaryote genomes analyzed, with similar characteristics in terms of length and distribution  
among genomes.

GC content oscillates coherently with nucleosome positioning at the NIEB borders, NIEBs and linker  
regions presenting a lower GC content than sequences covered by nucleosomes. By analyzing mutations 
since the last common ancestor between Mus musculus and Mus caroli, we found that mutation patterns in 
unique  sequences  explain  this  oscillation,  with  mutations  increasing  the  GC  content  being  larger  at 
nucleosome  positions  compared  to  NIEBs  and  linkers  while  the  opposite  is  observed  for  mutations 
increasing the AT content,  as previously observed in  mutation profiles in human since divergence from 
chimpanzee [1].

Alu  are  ~300 bp  primate  specific  SINE  transposable  elements.  Alu  are  composed  of  two  GC  rich 
monomers  separated  by  an  A-rich  liker  and  terminated  a  poly-A tail.  They thus  present  a  GC content 
oscillation similar to the one observed at NIEB borders. Interestingly, more than half of the Alu elements are 
located with their poly-A at a NIEB border having their two GC-rich arms over the nucleosome positions [2,  
3]. However, the pattern of mutation over these Alu does not match the one obtained for unique sequences, 
that could be due to restricted mutation contexts. For instance, there is a maxima of weak (A/T) → strong 
(G/C) mutations at the position of the linker in the Alu sequences whereas it’s a minima in the unique  
sequences. Nevertheless when controlling for the mutation context, we observed that in Alu poly-A tails, the 
ATA → AAA mutations are enriched compared to unique sequences in the NIEB borders in contrast with 
mutations breaking poly-As (AAA → ABA) that are similar in both cases. This result suggests some Alu 
specific mutational patterns at NIEB borders that require further investigation.

We are now extending our analysis to other transposable elements as well as determining mutations in 
other species (e.g. in fish). We notably focus on B1 elements, a Mus specific SINE, that we found to follow 
the same positioning pattern at NIEB borders as Alu elements. This will allow us to address the phylogenetic  
extend of the specific sequence evolution at NIEB borders described in human.
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Ludwigia grandiflora subsp. hexapetala (Lgh) is an invasive aquatic plant very common in France [1]. Lgh 
has the ability to colonize wet meadows [2]. To understand the (epi)genetic mechanisms underlying this ability 
to change environment, genomic data are necessary. Lgh is a non-model species for which there are no genomic 
resources available. This species is decaploid (2n=10x=80) [3] and its genome is very big (1,4 Gb). To generate 
genomic resources, we have chosen to first assemble organellar genomes. The Lgh plastome was recently 
assembled as two haplotypes [4]. Obtaining the mitochondrial genome proved to be more complicated as 
mitogenomes are highly variable in sequence and size [5]; numerous repeated sequences are present and 
possible chloroplastic gene insertions [6]. Moreover, plant mitogenomes are poorly represented in database 
compared to plastomes. In this study we present the different strategies used to assemble and obtain Lgh 
mitogenome. 

DNA long fragments were extracted from Lgh buds then were sequenced using two types of technology: 
Oxford Nanopore (long reads) and Illumina Mi-seq (short reads). We decided to use a hybrid methodology to 
combine benefits of both sequencing reads to assemble Lgh mitogenome as it was efficient to assemble Lgh 
plastome [4]. As we didn’t have any reference genome, three strategies were used to build the mitochondrial 
genome: the first strategy concerned an a priori approach using available mitogenomes of the Myrtales order 
species as references; the second strategy used conserved mitochondrial sequences from close species coding 
DNA sequences (CDS = sequence of protein-coding genes) [5] and the third strategy concerned de novo 
assembly. These three strategies were compared and combined when necessary. 

   The first strategy did not permit to get Lgh mitogenome, probably due to phylogenetic distance with available 
Myrtales order species mitogenomes and high variability in intergenic regions. The second approach generated 
39 CDS consensus sequences, efficiently used to select mitochondrial reads. Finally, by combining second and 
third strategies, we were able to assemble the complete Lgh mitogenome which contains two circular molecules 
M1 and M2 of respectively 544,782 bp and 166,796 bp. We identified repeated sequences and chloroplastic 
insertions in the mitogenome.  

   We offer an efficient hybrid strategy to assemble de novo mitogenome in a non-model species. This assembly 
will serve for further transcriptomic analysis (RNA-seq). Due to the complexity and size of Lgh nuclear 
genome and because we are interested in functional analysis, we have rather chosen to assemble a reference 
transcriptome instead of a genome. 
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Transposable elements (TEs) are mobile DNA elements that can invade genomes by transposition. Despite
their reputation as parasitic sequences, they can enrich the genomes with functional novelties that foster
genome evolution.

The impact of TEs in a genome can be explored by searching for their insertions. Individuals of the same
species independently undergo TE insertions causing inter-individual genetic variability. This variability be-
tween individuals is the basis of the natural selection that leads to an increased adaptation of individuals to
their environment. 

A way to search for the potential role of TEs in host adaptation is through a pangenomic approach. The TE
pangenome can be described by (i) TE insertions present in all individuals of the species (core-genome), (ii)
insertions present only among a subset of individuals (dispensable-genome) or (iii) ecogenome when the in-
dividuals share the same environment, and finally (iv) individual-specific insertions.

Current pangenome analysis methods are based on the alignment of reads from different genomes of the
species to an assembled reference genome. But, the advent of the third-generation sequencing makes now
possible to better approach this question using several assembled genomes of the same species to avoid the
bias introduced by a single reference genome.

I will present a new pipeline, called panREPET, which identifies TE copies in a pangenome from several as -
sembled genomes. There is therefore no dependency on a reference genome. This pipeline identifies copies
shared by a group of individuals.

This pipeline has been tested on 54 genomes of Brachypodium distachyon to describe its pangenomic com-
partments.
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Abstract 

At the origin of the emergence of eukaryotic lifestyle, the primary endosymbiosis event occurred. This 

was followed by a massive transfer of genetic material from the newly formed endosymbiont to the cell 

nucleus. Thus, the vast majority of proteins found in organelles are translated in the cytosol and imported in 

the organelle. In most cases, this is done via a transit peptide at the N-terminal end of the protein that allow its 

interaction with the organelle outer membrane followed by its translocation across the outer and inner 

membrane. Additional targeting-like sequences located in the internal part of the protein has been detected, 

that seem to play a role in the import mechanism, as they would improve the import of some protein precursors 

by binding to an outer membrane receptor [1].  

We analyzed the distribution of the internal signals, coupled with the description of their physico-chemical 

properties among the whole yeast proteome. We also analyzed the conservation of these internal signals among 

gene families over the entire tree of life. Our preliminary results show that these signals are present only certain 

proteins and would have facilitated proper import of ancestral bacterial genes transferred to the nucleus.  
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1. Introduction 

With the introduction of Corn into Europe and Asia around 500 years ago, a host shift was observed in the 

two allopatric Ostrinia species Ostrinia nubilalis (ECB) and Ostrinia furnicalis (ACB) to corn. This shift 

occurred independently. These two species are also sympatric with the Eurasian Ostrinia scapulalus (ABB), 

which still favors the original dicot host[1]. This occurrence presents a unique opportunity to study convergent 

evolution and highlight putative independent adaptations in the three Ostrinia species. We are interested in 

investigating the repertoire of P450 genes in Ostrinia. P450 is a large superfamily of heme monooxygenase 

enzymes. They are involved in detoxification, making them candidates for the acquired ability in ECB and 

ACB to detoxify corn metabolites[2]. By manually annotating P450 genes, we aim to compare their repertoires 

and perform phylogenetic analysis between the three species, which could unravel the origin of this adaptation. 

2. Annotation of P450 genes and phylogenetic analysis 

To annotate P450 genes on the sequenced Ostrinia genomes, we are using “Web Apollo” [3], a tool to edit 

and locate genes based on evidence such as BLAST results of previously curated P450 genes from 

Lepidopteran species against our sequence of interest. We are also using HMMER [4], to detect P450 homologs 

in Ostrinia proteomes. We are using a second P450 hmm profile, based on a database of manually curated 

lepidopteran P450 sequences. After annotating P450 genes in the three Ostrinia species, we aim to perform 

phylogenetic analysis using RAxML-NG, a phylogenetic tree inference tool based on maximum likelihood[5]. 

Upon comparing the phylogeny of P450 genes in the three species and other lepidopteran corn pests, we will 

gain an insight into the presence of orthologous P450 genes, blooming and duplication events, or loss of P450. 

We will try to associate these events with potential adaptation to corn as a new host. 
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Résumé

Habenulae are bilateral epithalamic structures found in vertebrates, involved in the in-
tegration of sensory perceptions and the regulation of adaptive behaviors. A remarkable
feature of these structures is that they display asymmetries between left and right in many
vertebrates. Comparisons across gnathostomes against the catshark suggest that some asym-
metries have an ancient origin in the taxon but that lineage-specific diversifications have oc-
curred in osteichtyans, resulting in independent losses in tetrapods and neoteleosts. In order
to gain insight into these diversifications and obtain an unbiased characterization of ancestral
asymmetries in gnathostomes, we focused on three gnathostomes: a chondrichthyan, the cat-
shark Scyliorhinus canicula, an actinopterigyan, the Senegal bichir Polypterus senegalus, and
a sarcopterygian, the lungfish Protopterus annectens. We thus conducted a transcriptomic
comparison between left and right habenulae in each of these species. To this end, total
RNA was extracted and Illumina cDNA libraries were constructed from left or right man-
ually dissected habenulae explants from juveniles (three replicates per species). Sequencing
yielded a total of 8500 million reads which were mapped on NCBI gene model references
for each species. Statistical analyses led to lists of 2208, 607 and 4171 putative differen-
tially expressed transcripts between left and right habenulae in S. canicula, P. annectens
and P. senegalus respectively. Cross-species pairwise comparisons highlight a conserved core
of genes differentially expressed both in the catshark and lungfish (89 genes), or catshark
and bichir (88 genes), albeit not necessarily with the same laterality. They also reveal a set
of 14 genes sharing asymmetric expressions in all three species, which may reflect ancestral
asymmetries in gnathostomes. Experimental validations by in situ expression profilings in
the species studied are ongoing. Together with ongoing functional analyses in the catshark,
they will be crucial to gain insights into the mechanics and evolutionary trends which may
underlie this pattern of conservations.

Mots-Clés: transcriptome, evolution, differential expression, comparison, phylogeny
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Abstract 
Rust fungi (Basidiomycota, Pucciniomycotina, Pucciniomycete, Pucciniales) represents the most 
expanded order of obligate biotrophic plant pathogens. These ubiquitous pathogens threaten food 
security, infecting hosts such as soybean, wheat or coffee. The genomes of rust fungi are remarkably 
larger (from 80Mb to 1.2Gb) than the average genome size of other Pucciniomycotina species (~40Mb). 
Rust fungi genomes also harbor higher gene and repeat content, including transposable elements (TEs). 
TEs are mobile genetic elements, which are well-known for their major impact on genome evolution 
and they likely explain genome expansion and evolution of rust fungi. However, we lack a systematic 
annotation of TEs in the genomes of rust fungi and in other Pucciniomycotina to understand how and 
when TEs affected their genome architecture.  

To better understand the evolutionary history of rust fungi genomes, we selected 15 genomes of 
Pucciniales and 6 genomes of other species in the Pucciniomycotina. We plan to annotate and compare 
the de novo TE repertoires in the 21 selected species with the REPET pipeline. We will further assess 
inter- and intra-species TE insertion ages combining relative – using comparative genomics approach – 
and absolute dating – with Kimura’s distance of LTR retrotransposons – of TE expansion events. We 
will finally explore the potential association between TE burst events and expansion of specific multi-
gene families in Pucciniales using Computational Analysis of gene Family Evolution (CAFÉ) combined 
with functional annotation.  

Preliminary results indicate that TE repertoires are diverse among 15 Pucciniomycotina genomes 
annotated so far among the 21 selected. Overall, we observed a higher proportion of retrotransposons in 
genomes of Pucciniales compared to other Pucciniomycotina. Notably, genomes of Pucciniales seem to 
be enriched in LINE retrotransposons with ~16 % of the total TE families on average in Pucciniales 
versus ~1.6 % in other Pucciniomycotina. Our preliminary analysis of LTR age insertion indicates that 
although a small proportion of ancient copies are detected in multiple punctual bursts between 2 to 20 
Mya, most of the LTR inserted between 0 and 2 Mya in the genomes of Pucciniomycotina. This result 
suggests recent retrotransposon activity in the Pucciniomycotina. The number of recent LTR copies is 
drastically higher in the genomes of Pucciniales compared to those of other Pucciniomycotina 
suggesting that LTRs have recently contributed to the genome size expansion of Pucciniales. 

Our first results suggest a switch in the genomic landscape of Pucciniales shaped by specific TE bursts 
in the recent history of Pucciniomycotina. 
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The emergence of multi-drug resistant bacteria over the past decades is a major global health problem. 

Understanding the factors that are responsible for the selection and propagation of these bacteria has 

become essential. One possibility is the use of disinfectants containing biocides along the food chain 

for decontamination. Bacterial populations chronically exposed to biocides, sometimes at sublethal 

concentrations can evolve toward resistance to these molecules. Moreover, evidences demonstrated 

that adaptation to biocides could participate to decrease bacterial susceptibility against other families 

of antimicrobials as antibiotics through common mechanisms such as overexpression of efflux pumps 

for instance [1]. If an increasing number of studies indeed underlined the development of cross-

resistance between biocide and antibiotics in planktonic populations including in pathogens [2], 

bacteria mostly gather in surface-associated communities called biofilms along the food chain and 

exhibit specific resistance and adaptive traits. The ANR BAoBAb project aims to study the mechanisms 

of biofilm adaptation to biocides and the role of this collective process in the spread of resistance to 

antibiotics. 

In this study, we wanted to highlight the mechanisms of cross-resistance to antibiotics in biofilms 

exposed to biocides. To do so, we selected 10 Escherichia coli strains producing biofilms isolates from 

food chain and exposed them to two different biocides (benzalkonium chloride and triamine) during 5 

weeks. Each week, strains were selected on selective agar for their resistance against antibiotic 

(rifampicin). Whole genome sequencing was then performed on 212 selected resistant strains. The 

genome structure of the 10 parental bacteria was compared to the biofilms of each bacterial lineage 

that became resistant to antibiotics to identify the metabolic pathways and genes impacted. Mutations 

in genes belonging to lipopolysaccharide biosynthesis pathway were mostly associated to triamine 

exposure whereas benzalkonium chloride exposure is rather associated to mutations in the ribose 

metabolic pathway. Together, such results suggest that selection of antibiotic cross-resistance likely 

occurred through specific biocide-dependant evolutive pathways. 
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Les analyses de phylodynamie permettent de mettre en évidence les mécanismes évolutifs des
virus, et notamment les phénomènes de réassortiments génomiques pouvant être à l’origine de
modifications de la pathogénicité des virus réassortis. La fièvre catarrhale ovine (FCO) est
une maladie virale qui affecte les ruminants, dans le monde entier. Le génome de la FCOvirus
est composé de 10 segments d’ARN, dont 2 codent les protéines de surface (capside externe),
déterminant  le  sérotype.  En  Guyane,  de  nombreux  sérotypes  de  ce  virus  circulent  pour
lesquels un suivi épidémiologique de 2010 à 2020 a été réalisé. Afin d’analyser les processus
éventuels de réassortiments qui ont lieu dans cette région, une collection de 43 souches a été
séquencée en utilisant la technologie IonTorrent. Les génomes ont été assemblés avec MIRA
[1]. L’alignement  des séquences correspondant aux 10 seggments d’ARN du virus ont été
alignés avec l’outils mafft [2]. Les analyses de diversité génétique réalisées avec le package R
pegas  [3]  ont  permis  de mettre  en évidence  des  niveaux de diversité  variables?  entre  les
différents sérotypes, suggérant des phénomènes de réassortiments. Ces évènements ont pu être
mis en évidence en utilisant une approche d’inférence bayésienne avec l’outils BEAST2 [4] et
le package CoalRe [5], dont le modèle de coalescent prend en compte les évènements de
réassortiment et a déjà été utilisé pour analyser l’histoire évolutive des virus Influenza. Le
taux de réassortiment moyen par lignée et par année a pu être inféré, et est de 0.28. Ce taux
est équivalent à celui inféré chez H1N1 [5]. En conclusion, le nombre de réassortiments est
important chez ce virus, et implique 8 des 10 segments du virus (seules les 2 gènes codant
pour  les  protéines  de  la  capside  externe  demeurent  systématiquement  associés).  Ces
réassortiments peuvent avoir lieu entre souches de sérotypes différents. Ceci représente un
risque d’émergence de nouvelles souches dont la virulence ne serait pas connue.   

1. Chevreux, B., Pfisterer, T., Drescher, B., Driesel, A. J., Muller, W. E., Wetter, T., & Suhai, S. Using the
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Recent advances in the field of pangenomics - e.g. development of tools to build and
manipulate pangenome graphs (e.g. Siren et al. 2021) - now allow to detect and genotype
structural variants (SVs) at a population scale for a reasonable cost. However, most
pangenomics tools were developed with the human genomes in mind and it is currently
unclear to which extent they can be applied to non-model organisms with different genomic
features (e.g. higher genetic diversity, different transposable element content, different ploidy,
ancestral whole genome duplications) and less resolved genome assemblies. Here, we tested
the robustness - to various genomic conditions deviating from the human model - of one of
the two common steps performed in pangenomic analyses: SV genotyping from short reads
using vg Giraffe.

Using three datasets of previously assembled genomes from species with
heterogeneous levels of genome complexity and genetic diversity (a fungi, an apricot tree and
a European white oak), we tested the capacity of vg Giraffe to robustly and accurately map
reads for individuals with high divergence to the pangenome graph. By simulating reads with
increasing mutation rates, we found that vg Giraffe is able to accurately map reads diverging
by up to 3% from the graph and that mapping quality remains above 30 for divergence up to
2% confirming that this tool is suitable for species with high genetic diversity. Further
analyses are under progress to assess the effect of more complex variations such as INDELs
in SV calling quality.

In further investigations, we will evaluate pangenome graph building tools like
minigraph and PGGB and their impacts on pangenome quality and SV genotyping. We will
estimate the minimal depth of sequencing required for accurate SV genotyping using either
approach and check the SV genotyping accuracy of vg Giraffe. The pipeline and tests used
for these analyses are available on gitlab as Snakemake/Singularity workflows.

Jouni Sirén, et al., Pangenomics enables genotyping of known structural variants in 5202
diverse genomes.Science 374, abg8871 (2021). DOI:10.1126/science.abg8871
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Introduction 
The coffee leafminer, Leucoptera coffeella is a key pest that causes economic losses to coffee crops that occurs 
in several countries (e.g., Mexico, and Brazil). Their damages to the plant consist of the formation of mines 
on the leaves, typical of leafminer insects. In larval phase, insects consumes the palisade parenchyma of coffee 
leaves which reduces photosynthetic area, resulting in defoliation and reducing productivity [1]. Problems 
such as resistance to insecticides have been reported for L. coffeella due to the wide pesticides use [2]. 
Therefore, it is important to find new ways to control this pest in coffee plantations, seeking sustainable 
strategies, such as biologics methods and integrated pest management programs. The absence of basic genomic 
information about this insect is a limitation for the development of population control strategies and monitoring 
of insect communities based on molecular strategies and also to gain in-depth knowledge about the 
evolutionary history of coffee leafminer. In this study, we presented the first complete mitochondrial genome 
of L. coffeella.  
Assembly and annotation of mitochondrial genome 
To assemble the mitochondrial genome of the leafminer, we retrieved the closest mitochondrial genome from 
NCBI (L. malifoliella). This sequence was used as seed for the software Aladin. The cleaned reads from the 
whole genome sequence were mapped to the seed and we retrieve one single contig (16,407 bp) corresponding 
to the mitochondrial genome of L. coffella. The final mitochondrial sequence was annotated using MITOS2 
web-server [3] with invertebrate’s genetic code.  
Results 
We found a total of 37 genes, including 13 protein-coding genes (PCGs), 22 transfer RNA genes (tRNAs) and 
2 ribosomal RNA genes (rRNAs). To study the phylogenetic relationship of the different Leucoptera species 
publicly available, we will present the result of phylogeny for each L. coffeella mitochondrial genes (13 PCGs 
and 2 rRNAs) using MAFFT v 7.475 [4] with 23 arthropods speciesas a phylogeny of concatenated 
mitochondrial genes. Our results will allow the development makers for L cofeella identification in the field. 
It will also guide future studies on the evolutionary history of the coffee leafminer and its relationship with 
other lepidoptera’s pests and insects. The analysis of the mitochondrial genome of L. coffella will also 
contribute to expanding knowledge about its taxonomy. These results represent advances for the generation of 
new biotechnological tools for implementing the management of lepidopterans in coffee crops. 
Acknowledgements 
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Résumé

Brown algae are a phylogenetic group that evolved independently of red and green algae1.
Viruses infect this group of organisms and are in fact commonly present in the genomes of
brown algae as inserted proviruses or as endogenous viral elements (EVEs)2. The brown
algal viruses (phaeoviruses) are classified as nucleocytoplasmic long DNA viruses (NCLDVs)
because they have large double-stranded DNA genomes. We know that free-living forms of
these viruses exist, but it is extremely rare to observe them. We therefore wanted to see if
we could find traces of free forms of the virus in raw algal genome assembly data (akin to
metagenomic data), corresponding to 41 brown algae samples.

Different approaches were evaluated. Firstly, we used the Virify analysis pipeline3 which
allowed us to identify several candidate viral sequences within the different samples. How-
ever, further analysis of these candidates suggested misclassification of viral sequences as
bacteriophage sequences. We therefore used an alternative approach to identify potential
viral sequences based on aligning of raw assembly contigs to three viral reference genomes
available in public databases, and then attempted to align these potential viral sequences to
the algal reference genome, to remove potential inserted viral forms (proviruses or EVEs).
Potential viral sequences that did not (or poorly) match the algal genome were retained.
Then, gene prediction and functional annotation were performed on these sequences in order
to identify clusters of viral genes. However, very few potential viral sequences were found
in addition to the sequences that had already been identified as EVEs in the algal genomes,
and very few of the new sequences were of sufficient size to predict enough genes to find a
potential sequence belonging to a free form of the virus. This result may be due in part
to the very small number of phaeoviruses described in the reference databases and to dif-
ficulty assigning hitherto unknown or phylogenetically very distant functions to the known
sequences in these databases. We are therefore continuing our work by now analyzing the
EVEs (Endogenous Viral Elements) embedded in algal genomes, focusing initially on the
genomic insertion sites of the EVEs.
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Résumé

Biological invasions, and more specifically those enhanced by anthropogenic activities,
are becoming more and more frequent. They in turn have a huge impact on these activi-
ties, but also on biodiversity. During biological invasions, we generally observe a decrease
in genetic diversity in the introduced populations compared to the native populations. This
is basically explained by a reduced number of individuals at the origin of the settlement of
the new population. To explain the success of an invasion despite low genetic diversity, one
hypothesis proposes a purging of the genetic loading (i.e., a loss of deleterious mutations) in
the introduced populations (1,2).
To study the evolution of the genetic load, we performed whole-genome pool-sequencing of
native and invasive populations of a dozen insect species (3). This large amount of genetic
data and species diversity will provide one of the broadest overviews of what happens during
a biological invasion, but will also require the development of a specific pipeline. Therefore,
using the workflow manager Nextflow and Singularity containers, we developed a pipeline to
analyze this specific poolseq data.
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Abstract

Background:
Data visualization is an area of data science that uses graphical tools to translate large amounts of
data into understandable visuals. Several libraries, tools and modules exist to draw charts from
data. The development of visualization tools is necessary in specific and broader data analysis
processes. These developments could also be of interest in leveraging and simplifying the
interpretation/rendering of sequencing and other biological data.

Results:
We developed phylEntropy, a web-based data analysis and visualization application, allowing us to
perform data analysis and visualization based on various criteria (quantitative and qualitative
variables). The tool brings together several analysis modules representing different research
themes: genomics, phylogeny/clustering, biostatistics, measures of biological diversity, multivariate
analyses, and machine learning. Users can upload a semicolon separated CSV file to the website
and get various kinds of outputs (graphs, trees, charts, tables, and other visualizations/statistics). 
The first column of our file contains the identifier (ID) of each “object”. The following columns
contain quantitative variables (one number per column). The last two columns (representing
qualitative variables) generally contain character strings (text).
The web application is available at: https://github.com/dcazenav/PhylEntropy

Conclusions:
With phylEntropy, we aim at providing the scientific community with a platform offering simple data
analysis and visualizations in a user-friendly manner. This web application also helps users in
Machine Learning predictions in function of given input data.
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1 Pangenomes and variation graphs
A pangenome represents the total genetic diversity of a species or a species complex. One can describe

pangenomes in terms of gene presence / absence variations (PAVs) but a more recent alternative aims to
integrate full length genomes in a sequence graph [1]. In particular, pairwise alignments of a genome set can
be used to build a “Variation Graph” (VG) in which nodes represent words of genome fragments and edges
represent  the  contiguity of  the  words  in  one to  several  genomes  (e.g.,  edges  are  associated  to  genome
subsets). Each input genome consequently corresponds to a particular path in the graph.

It has been showed that VGs can improve variant calling and genotyping processes [2]. Indeed, variant
calling is often based on the mapping of linear query sequences to linear reference genomes, thus biasing the
prediction to regions present in the reference and limiting the identification of structural variations that are
specific to other genomes.  In particular,  biases are reduced when large structural variations (>50bp) are
targeted.

2 Sequence to graph mapping
Identifying new variants  via  a  pangenome graph requires  a compulsory preliminary step of  querying

sequence to graph mapping. Several approaches have been proposed (see [3] for a review), with algorithms
dedicated to either long or short  sequence reads.  Most of these tools use a 2 steps method with: a) the
identification  of  candidate  sub-graphs  showing  similarity  to  the  query  read  via  different  techniques  of
indexation followed by b) a refined alignment in the selected sub-graphs (generally via a technique of partial
order alignment). 

In practice, it remains unclear how this preliminary will impact further variants predictions. In particular,
it has yet to be shown how resilient will be the different approaches to diverse mutation and indel rates. 

3 Tools evaluation
The poster will present the results produced by Hajar Bouamout during her Master internship dedicated to

the evaluation of sequence to graph read mapping tools. It will briefly describe the main ideas behind the
algorithms proposed by 4 tools: GraphAligner [4], vg map [5], vg giraffe [5] and Minichain [6], and report
benchmarks made with these tools.
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Résumé

In onco-hematology, the analysis of cfDNA extracted from the blood gives access to the
patients’ tumoral mutational profile throughout the course of the disease. However, in order
to detect and anticipate patient resistance and relapse, it is necessary to develop algorithms
to improve the detection performance of low-frequency variants and to discriminate them
from sequencing errors. We present here a new supervised pipeline developed by the national
bioinformatics platform of the Carnot Institute CALYM, which uses the technology of UMIs
and phased variants to enable minimal residual disease monitoring in lymphoma.

Mots-Clés: liquid biopsy, ctDNA, NGS sequencing, variant calling, phased variant, minimal residual

disease, lymphoma
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Les pseudogènes sont des séquences dérivées de gènes, parfois issus de la duplication d’un gène dit 

« parent » ou de la rétrotranscription d’un ARN messager [1], ayant perdu leur fonction suite à une ou plusieurs 

mutations génétiques ou à l’insertion de la (rétro)copie à un locus dépourvu de séquence promotrice. Parfois 

considérés comme du « junk DNA » car non-traduits, la capacité de certains pseudogènes à être transcrits a 

pourtant été démontré et était soupçonnée depuis plus de 40 ans [2]. Aujourd’hui, le rôle de la transcription 

des pseudogènes comme régulateur de l’expression des gènes a été mis en évidence à de nombreuses reprises 

[3]. Malgré cela, il n’existe à ce jour aucun pipeline bioinformatique entièrement automatique permettant à la 

fois la prédiction des positions des pseudogènes sur un génome, leurs structures en pseudo-exons, pseudo-

introns, pseudo-CDS, etc, la construction de leurs séquences génomiques et pseudo-codantes, et une 

approximation des protéines « virtuellement codées » par ceux-ci. Dans ce poster, nous présentons P-GRe, un 

pipeline entièrement automatique et ne nécessitant que la séquence du génome à annoter et les coordonnées 

des gènes (et leurs structures) sur ce génome. 

P-GRe est un pipeline en cours de développement capable d’annoter les pseudogènes ainsi que leurs 

structures sur un génome à annoter. Actuellement testé sur le génome de la plante modèle Arabidopsis thaliana, 

P-GRe permet de retrouver entre 83% et 85% des pseudogènes connus chez cette espèce, contre 81,3%, 79,8% 

et 6,0% (sic) pour trois logiciels couramment utilisés pour la prédiction de pseudogènes (respectivement 

PseudoPipe, Shiu’s pipeline et PSF [4]). Même si nous n’avons pas encore de données chiffrées, P-GRe semble 

également trouver plus précisément la structure des pseudogènes, et par conséquent produire des protéines 

« virtuelles » de meilleure qualité (i.e. qui s’alignent mieux avec des protéines réellement synthétisées). Les 

étapes du pipeline sont détaillées ci-après, en insistant sur les points les plus « innovants » (4, 5 et 6) qui ont 

permis d’obtenir ces résultats. 

1. Les coordonnées des gènes sont utilisées pour masquer leurs séquences sur le génome à annoter. 2. Le 

protéome est généré au format FASTA à l’aide des coordonnées des gènes, de leurs structures et du génome. 

3. Les séquences en acides aminés sont blastées contre le génome. 4. Les résultats obtenus sont filtrés. Au lieu 

d’appliquer des filtres avec un seuil strict sur la longueur et le pourcentage d’identité des hits obtenus, un filtre 

sur l’identité est appliqué seulement, mais un seuil est calculé pour chaque hit en fonction de sa longueur, avec 

pour logique que « les hits les plus courts sont acceptés, mais doivent avoir un pourcentage d’identité plus 

fort ». 5. Les hits qui se chevauchent et dont les longueurs combinées ne sont pas divisibles par trois sont 

considérés comme des traces de décalage du cadre de lecture. L’ensemble des séquences protéiques possibles 

en décalant le cadre de lecture pour chaque position où les hits se chevauchent est alors construit, et la séquence 

protéique qui s’aligne le mieux avec la protéine codée par le gène parent du pseudogène est utilisée pour 

trouvée la position précise du décalage du cadre de lecture. 6. Pour repérer les introns, une première protéine 

est construite et est alignée avec la protéine codée par le gène parent par l’algorithme de Gotho, affiné par un 

« a priori Lindley-like process » développé spécialement pour P-GRe, puis par une recherche des sites 

d’épissage. 7. Un codon d’initiation et un codon stop sont cherchés aux alentours de la protéine si nécessaire. 
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1 Introduction

The evolution of genome sequencing has seen great technical advances [1], which have led to a
significant cost reduction and an increase in sequencing speed and accuracy. However, the complexity
of genomes is a major challenge in the field of genomic analysis. Several approaches in the literature
have been proposed in order to address this problem through the transformation of the whole genome
into new representation spaces [2]. In this work, we present a new model, called G2P (from Genome
to Pixels), which aims to transform a genome into a two-dimensional image. The intuition behind this
approach is that the genetic variations, as well as the areas of interest in the genome, can be modeled
through different levels of contrast in an image. The approach has been developed into a JAVA a tool
(https://github.com/estattner/G2P-Model) and can be applied on any genome.

2 Methodology

The model we propose performs with three parameters: (i) the genome GN , (ii) the portion size
S, used to aggregate nucleotides that will be exploited encode a each pixel and (iii) the transformation
function T , which receives, as a parameter, any portion of size S of the genome and transforms it into
an integer representing a color. By following this methodology, we can generate a square image in 2
dimensions representing any genome provided as input.

3 Results

In our experiments, the approach has been used, with 4 transformation functions: (i) The Chargaff
index, (ii) The Skew index, (iii) The Component index, (iv) The Diversity index. The datasets used
come from the NCBI (National Library Medicine) database. The genome used is a Mycobacterium
tuberculosis genome 5 containing 6 194 963 nucleobases.

Fig. 1. Images extracted with the four transformation functions on a Mycobacterium tuberculosis

4 Conclusion

We have propose an approach that can extract images from genomes. As a perspective for our next
works, we want to assess the predictive value of these images and use them for classification purposes.
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Managing sequence databanks is a tedious task since it requires to download data files from many different 
sources, to handle many different data formats, to prepare various additional indexes to use these banks with 
bioinformatics tools and to maintain up to date all these banks over time. Data processing also requires to 
handle in a very efficient way large number of files and disk space, e.g. several Tb and thousands of files to 
deploy banks such as UniprotKB, ENA, Refseq Genomes and NCBI_nt/nr together on a same bioinformatics 
computing infrastructure. 

Very few tools exist to facilitate these tasks. One can cite BioMAJ [1] to handle sequence bank management 
from the command-line and Galaxy Data Managers [2] to deploy banks for the Galaxy web portals. 

To facilitate sequence databanks installation and indexing, we have developed BeeDeeM, a general-purpose 
bioinformatics databank manager. It provides a suite of command-line and UI tools to manage and enable the 
easy use of major sequence databanks and biological ontologies. It does not require any additional 
dependencies (such as MongoDB database for BioMAJ), nor a particular software platform (such as a Galaxy 
server to use Data Managers). 

BeeDeeM implements a modular workflow that automatically performs: (1) the parallel download of the 
database files from remote sites (via FTP, HTTP or Aspera), (2) the decompression of the files (gzip files), (3) 
the un-archiving of the files (tar files), (4) the conversion of standard sequence banks (e.g. Genbank, Uniprot) 
to annotated FASTA files, (5) the preparation of databases in BLAST format from native sequence bank 
formats, (6) the preparation of other indexes such as Diamond, Bowtie, Hisat, etc. (7) the indexing of Genbank, 
Refseq, Embl, Genpept, Swissprot, TrEmbl and Fasta files allowing their efficient querying by way of 
sequence identifiers, (8) the indexing of sequence features and ontologies data (NCBI Taxonomy, Gene 
Ontology, Enzyme Commission, Intepro domains and PFAM domains). BeeDeeM enables the preparation of 
taxonomic subsets out of annotated sequence banks and the filtering of sequence banks with user-defined 
constraints. The software comes with a cluster mode including a dedicated task execution extension: (1) any 
kind of pre- and post-processing of data can be done using external scripts, (2) such scripts can be executed on 
the host computer (local mode) or through SGE, PBS or SLURM scheduler (cluster mode). Tasks execution 
is controlled by configuration files used to specify resources (RAM, CPU, walltime), to setup execution of 
external softwares (direct execution or through Conda), etc. 

BeeDeeM being capable of managing annotations available from some data sources (e.g. UniprotKB), it 
comes with a tool capable of annotating BLAST results with very useful information: features table; NCBI 
Taxonomy; GO, IP, EC terms, etc. [3]. Among others, this feature can be used for functional sequence analysis 
projects. 

BeeDeeM is a free and open source Java software. To be as FAIR as possible, the software is also available 
as a Conda package, a Docker or a Singularity image [4]. This way, BeeDeeM can easily be included in other 
tools, such as Nextflow pipelines (e.g. ORSON [5]). It is worth noting that BeeDeeM can generate standard 
‘.loc’ files enabling the use of banks with a Galaxy server. 
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Abstract 

 

The Caribbean area, made up of several archipelagos, is frequently subject to the passages of sands 

air masses from the African coasts [1]. This natural pollution adds to the aerosol regimes of the 

Lesser Antilles arc [2]. The latter are mainly composed of marine aerosols, particle linked to volcanic 

and local anthropogenic activities. Many measures canals are located on the islands of Guadeloupe, 

Martinique, Cuba, Puerto Rico, and Barbados. More specifically the Aeronet network and ground-

based measurements of particulate matter with aerodynamic diameters less than or equal to 2.5 and 

10 µm (PM2.5 and PM10). Thus, the study of PM2.5/PM10 ratio combined with the optical analysis 

of the Volume Particle Size Distribution (VPSD) allowed to refine the characterization of the pollution 

while measuring the induced health impact. Indeed, the PM2.5/PM10 ratio is an indicator relating to 

the particulate pollution in the atmospheric boundary layer and is also a health barometer. 

Furthermore, the VPSD profiles highlight the type of particle linked to PM2.5/PM10 ratios identified. 
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The drug abuse prohibition in races and sports competitions leads to post-event and in-training
controls. In horseracing, doping control aims to preserve racing integrity and a relevant selection
of breeders based on their performances. Thus, it is essential to monitor the profile of the athletes
throughout their careers, especially for the best horses which are considered potential future breeders.
To this end and inspired by the human passport implemented in 2008, the French equine doping
control laboratory (GIE LCH) and the Racing NSW laboratory (Australia) both integrate an Equine
Biological Passport (EBP) for trotters and thoroughbreds respectively, which consists in a longitudinal
follow-up of the athletes during a season of competition [1,2]. Based on their prize money performances
during the previous racing season, ten French trotters are selected and sampled monthly to monitor a
selection of biological and chemical parameters grouped by category as growth hormone modulators.

Growth hormone (GH), also called somatotropin, is naturally secreted in mammals to stimulate
the growth and proliferation of tissues. Therefore, recombinant GH (rGH) administration can enhance
performance by reducing fat, increasing muscle mass, and expanding physical abilities. One way to
control any potential administration is to search for GH’s associated marker(s). Several strategies were
developed, such as anti-GH antibodies detection, metabolomic fingerprints, and indirect biomarkers
detection. The Insulin-like growth factor-I (IGF-1), which could also be potentially misused, has
proved its efficiency as an indirect biomarker to detect rGH administration in both human and equine
athletes [3]. In fact, the action of GH on the liver upregulates the IGF-1 concentration that tends to
remain stable in non-treated animals.

With this method, doping control laboratories can screen for any misuse of rGH in equine athlete
samples. However, some covariables, such as gender or age, can impact IGF-1 plasma concentrations.
Therefore, reference subpopulations of trotters from the French EBP were built based on a statisti-
cal analysis highlighting the impacting covariables. Individual limits are then calculated based on a
Bayesian statistical model [4] using the reference subpopulations and the athlete history to monitor
the stability of each horse profile. These limits were applied to experimental data after rGH admin-
istrations and to data from the Australian EBP to test the relevance of the reference subpopulations.
Finally, individual limits were integrated into the new EBP web interface to add specific limits for
each horse based on the subpopulation to which it belongs. The results obtained from the appli-
cation to both EBPs and rGH administration data demonstrate that individual limits constitute a
complementary approach to conventional screening strategies.
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Gliomas are one of the most lethal types of brain tumors, and immune cells such as lymphocytes have been 
shown to play a crucial role in their pathogenesis. Since all previous clinical trials and therapeutic approaches 
did not show any success in glioma patients, there is a need for further research and the development of new 
therapies [1].  

This study is conducted on four samples collected from patients with different histo-pathological glioma sub-
types, all with unusually high lymphocytes infiltration. Fluorescence Activated Cell Sorting (FACS) and 10x 
Chromium experiment were followed by Illumina Next Generation Sequencing (NGS). We used single-cell 
RNA-seq (scRNA-seq) and single-cell CITE-seq data to investigate the immune and tumor cells (scCITE-
seq).  

After quality control steps, filtering and normalization, scRNA-seq and scCITE-seq data were integrated into 
one assay with Weighted Nearest Neighbor (WNN) method and analyzed in R by using Seurat package, ver-
sion 4.1.0 [2]. Different public data sets - GBM [3] and PBMC [4] - were tested for cluster annotation, but 
final annotation was set manually according to gene expression levels. 

We identified distinct subpopulations of immune and tumor cells based on gene expression profiles and cell 
surface marker expression, including CD8 T cells, CD4 T cells, Treg CD4 cells, natural killer cells, macro-
phages and tumor cells.  

The detection of rare cell types may provide significant information for diagnosis and treatment. At the mo-
ment, we are exploring the interaction between immune and tumor cells, revealing potential regulatory mech-
anisms that could influence the tumor microenvironment.  
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Résumé

Fliesdb is a genome visualization tool. Our poster will trace the evolution of this tool
since its creation and the evolution of the techniques adopted for its development. The
technics have changed not only by fashion effect but also due to the obsolescence of language
or modifications in the condition of uses. To continue to exist, it is necessary to constantly
renew the technology used.

Mots-Clés: web interface, genome, database
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Résumé

Understanding the molecular evolutionary history of species usually requires visual com-
parison of genomic regions from related species or strains. Here we present GenoFig, a
graphical application for the generation of comparative genomics figures, intended to be as
easy to use as possible for biologists and flexible enough to adapt to a variety of needs.
GenoFig allows the personalized representation of annotations extracted from GenBank files
in a consistant way across sequences, using regular exressions. It also provides several unique
options to optimize the display of homologous regions between sequences, as well as other
more classical features such as sequence GC percent or GC-skew representations. In sum-
mary, GenoFig is a simple, free, and highly configurable tool to explore the evolution of
specific genomic regions and to produce publication-ready figures.

Mots-Clés: genomic comparison, visualization, GUI
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In the past decade, the pan-genome concept has been largely employed to investigate the bacterial 
comparative genomics and evolution analyses. Many programs have been developed for this purpose
but a need is still present for the exploration and visualization of data derived from pan-genome 
analyses. To address this question,  we developed a web-based application, PanExplorer, which will 
perform pan-genome analysis based on the PGAP pipeline and expose resulting information as a 
comprehensive and easy way, through several modules facilitating the exploration gene clusters and 
interpretation of data. 

The application allows interactive data exploration at different levels :

- Pan-genome visualization as a presence/absence heatmap. This overview allows to easily 
identify and distinguish core-genes (present in all strains), cloud genes (genes from the 
accessory genome) and genome-specific genes. 

- Physical map of core-genes and strain-specific genes can be displayed as a circular genomic 
representation (Circos), for each genome taken independently. 

- Synteny analysis. The conservation of gene order between genomes can be investigated 
using graphical representations 

- Visual inspection of a specific cluster.
Thanks to the use of NCBI Entrez API, the application guarantees an up-to-date availability of public 
genomes, to be analyzed on-the-fly, and represents a versatile tool for genome exploration filling a 
need for bacteriologist community. Among perspectives and further development, new 
functionalities might be implemented shortly such as on-line pan-genome wide association studies 
(pan-GWAS) based on Scoary software or COG enrichment statistical studies.

PanExplorer is written in Perl CGI and relies on several Javascript libraries for visualization. It is freely 
available at http://panexplorer.southgreen.fr.
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Bioinformatics tool management is a crucial task for bioinformatics platforms to have a comprehensive view 

of all tools available on an infrastructure. It should enable administrators and users to easily navigate through 

the tool catalog and save time finding appropriate tools. This requires maintaining a list of software in a simple 

and automatic way after a new installation. In addition, in order to allow end-users to quickly find a tool that 

fits their needs, it must allow a description and a categorization of each software by the use of various metadata.  

The latter will improve software classification and allow search and navigation via other criteria, such as the 

packaging of the tool (compiled source code, Conda package, Singularity image, etc.), the operations allowed 

by the tool (assembly, search for sequence similarity, mapping, etc.) or the life science subject (sequence 

assembly, sequence analysis, epigenetics, phylogenetics).  

To meet this need, we have developed ToolDirectory, a Python3 cataloguing and description system for 

bioinformatics tools available on a computing platform. ToolDirectory allows to describe the many tools and 

their installed versions using standardized metadata. The information of each tool is stored in a JSON file 

containing the information specific to the installation (tool name, version, timestamp, packaging, etc.)  and a 

comprehensive description (short abstract, EDAM [1] operation, EDAM topic, link to official documentation). 

To retrieve this metadata, ToolDirectory relies on bio.tools [2], a community-driven curation effort, supported 

by ELIXIR, that aspires to a comprehensive and consistent registry of information about bioinformatics 

resources. 

ToolDirectory allows you to export in CSV format a subset of the data stored in JSON files to setup their 

display in a web browser using Katalog JavaScript library. Katalog relies on the faceted viewing system called 

Keshif (https://github.com/adilyalcin/Keshif), on which we have added additional elements to display a catalog 

of softwares. The different facets are associated to software metadata and make it possible to filter tools very 

quickly allowing a more efficient and multi-criteria search. 

ToolDirectory is open-source package available at https://github.com/ifremer-bioinformatics/ToolDirectory.  
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1 Context

The transcriptome and epigenome are routinely measured in the clinic to diagnose and classify
cancer patients. However, these classifications only consider the most abundant tumor subtype in the
sample and disregard the others. In contrast, they do not account for intra-tumor heterogeneity, i.e.
proportions of the different cell types displayed in a sample. This information is critical as it has an
impact on the tumor behavior with respect to its evolution and treatment response.

The current state of the art to de-mix samples is to use one block of data, either transcriptomic or
epigenomic. In our project, we would like to combine both blocks. Our work hypothesis is that joint
deconvolution should perform better than the current simple-block approach. Indeed, we hope that
more information, and from different nature, would improve the de-mixing task.

This project poses the following challenges: How to do joint deconvolution? Do we improve the
de-mixing task with the multi-block approach compared to the simple-block one?

2 Multi-block strategies

2.1 The deconvolution problem

Let D be a matrix of size (m,n) with n samples and m molecular features (being methylation
probes or transcripts in our case). It can be decomposed into the following product:

D = T×A

with T the matrix of reference profiles displaying the molecular phenotype of k cell types, and A is
the mixing matrix displaying the proportions of the k cell types in the n samples.

There are two main categories of deconvolution tools: supervised or unsupervised. In the super-
vised approach, the algorithm computes A (or T), given D and T (or A). In the unsupervised one,
the algorithm computes A and T knowing only D.

We picked 10 state-of-the-art simple-block methods from the literature that we will use as baseline
to compare the performance of our multi-block methods.

2.2 Integration and deconvolution of multi-omic data: the theory

When dealing with several -omics from the same samples, the integration step can be done either
in an early, intermediary, or late fashion in the analysis pipeline. We plan to test all timings:

Early integration
✓ Merge the D matrices
✓ Single initialization

Middle integration
✓ Joint dimension reduc-

tions
➜ Alternated initializations
➜ Optimal transport

Late integration
✓ Mean of the Â’s predicted

by each block
➜ Multi-task learning

2.3 First results and perspectives

So far, we have designed and tested 7 deconvolution tools, declined in 27 settings (designated
by [✓] in the list above). We computed an overall rank recapitulating various performance scores
to compare methods. The multi-block achieved slightly better results for the supervised case, and
positively better for the unsupervised one.

We intend to further explore our ranking process in order to elaborate on the meaning of a score
increment. We also plan to design more deconvolution tools (designated by [➜] in the list above).
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Résumé

Current advances in omics technologies are paving the diagnosis of rare diseases proposing
as a complementary assay to identify the responsible gene. The use of transcriptomic data
to identify aberrant gene expression (AGE) have demonstrated to yield potential pathogenic
events. However popular approaches for AGE identification are limited by the use of sta-
tistical tests that imply the choice of arbitrary cut-off for significance assessment and the
availability of several replicates not always possible in clinical contexts. Machine learn-
ing methods via neural networks including autoencoders (AEs) or variational autoencoders
(VAEs) have shown promising performances in medical fields.
Here, we describe ABEILLE, (ABerrant Expression Identification empLoying machine LEarn-
ing from sequencing data), a novel method for the identification of AGE from RNA-seq data
without the need of replicates or a control group, using a flexible model obtained after testing
several parameters. ABEILLE combines the use of a VAE, able to model any data without
specific assumptions on their distribution, and a decision tree to classify genes as AGE or
non-AGE. An anomaly score is associated to each AGE in order to stratify them by severity
of aberration.
We compare ABEILLE performances to the state-of-the-art alternatives by using semi-
synthetic data and a real dataset demonstrating the importance of the flexibility of the
VAE configuration to identify potential pathogenic candidates.

Mots-Clés: Rare disease, Transcriptomics, Variational autoencoder
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In single-cell transcriptomics, machine learning techniques have been applied for automatic cell annotation
[1], for the identification of cancer cell subpopulations [2], and for modelling the transcriptional dynamics
that govern cellular fate and development [3-4]. These methods hold potential value for routine practice in
clinical settings but must address critical challenges in the use – and misuse – of AI algorithms for reliability
and interpretability [5]. The field of explainable AI addresses these concerns, among which the robustness to
adversarial attacks, i.e. techniques designed to fool a machine learning model with deceptive and inaccurate
data.

Here  we  present  adverSCarial,  an  original  R  package  that  generates  adversarial  attacks  on  single-cell
transcriptomics  classifiers  (https://github.com/GhislainFievet/adverSCarial).  adverSCarial currently
proposes four customizable functions to produce adversarial attacks. In this work, we  define two types of
methods: the minimal (min) and the maximal (max) change attacks. The min change attack finds the smallest
possible perturbation in the input data leading to a change of classification. The max change attack finds the
largest data modification which does not alter the initial classification. 

On a reference peripheral blood mononuclear cells (PBMC) dataset of 2,700 cells and 22,042 genes [6], we
further tested adverSCarial and compared the susceptibility of two published cell type classifiers to these at-
tacks, the classification tree based CHETAH [7] and the marker based scType [8].  Both classifiers showed
weaknesses to min and max adversarial attacks, especially to the max change method. Indeed, we found that
it is possible to modify a significant proportion of genes without affecting the classification confidence. For a
representative example, on the CD14 monocytes cluster of the studied PBMC dataset, replacing all 22,042
gene expression values by their last percentile did not modify CHETAH identification as CD14 cells. These
results were generalized to all cell types and highlight the concern that machine learning algorithms may fail
to detect even significant anomalies in the input data.

In conclusion, this work demonstrates the usefulness of such techniques in testing the robustness of classifier
families and the extent of the modifications required to deviate their intended use. We believe that our ap-
proach and tool can guide the development and validation of more reliable models that could be used in clin-
ical setups, and aim to extensively evaluate these tools on a wide variety of single-cell datasets.
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1 Context

Idiopathic premature ventricular contractions (PVC) are an arrhythmia treatable by catheter
ablation [1], which destroys their source. However, PVCs are not always observed during the ablation
intervention, and locating their source often rely on prior electrocardiography (ECG) analysis by a
cardiologist. In this work, we explore automation of this human analysis with machine learning; as
a first step, we set out to build a classifier that can discriminate sinus rhythm (SR) from PVC QRS
complexes.

2 Data and methods

First, we processed the data [2] by correcting the wandering baseline using a FIR filter applied to
our ECG signals [3]. Then, using the Biosppy library, we detected R-peaks following the approach by
Hamilton. The QRS window was defined by using empirically choosing 10% of the R-R distance. We
extracted 3 features from these QRS: the minimum and maximum voltage per derivation and the QRS
area under the curve, for a total of 36 features per QRS complex. We trained multiple classifiers and
evaluate their performances with a 5-fold cross-validation on a public database [4] where we annotated
333 PVCs and 333 SRs.

3 Results and conclusion

Our QRS features are relevant for distinguishing between PVC and SR complexes, as most classi-
fiers performed with a F1 Score over 0.97 (Fig.1). A qualitative review of the predictions made on an
unlabelled database [2] confirmed that performance seemed acceptable. Some errors are visible (see
Fig.2), most likely due to a data/feature normalization and QRS windowing issues. Our future work
will focus on solving these issues.

Classifiers Accuracy F1 Score

Nearest Neighbors 0.985 0.985
Linear SVM 0.986 0.986

Gaussian Process 0.991 0.991
Decision Tree 0.974 0.974
Random Forest 0.979 0.979
Neural Net 0.992 0.992
AdaBoost 0.986 0.986

Naive Bayes 0.982 0.982
QDA 0.979 0.979

Fig. 1. Performance of several classifiers. Differ-
ences are likely not significant. Fig. 2. Prediction (neural net) on an ECG sample

picked from [2].
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Tools for digitizing paper ECGs are currently limited and non-easily accessible. Indeed, for most of them they 
are semi-automated and do not support different formats of paper ECGs. Here we present ECGtizer, which is 
a fully automated tool for ECG digitization supporting up to 5 different ECG formats (12 lead Mortara, DuoEK, 
Pulsbit, Kardia and AppleWatch). Moreover, ECGtizer provides useful functionalities, including 
anonymization of patient information, signal completion, multi-format printouts, etc. However, the digitisation 
of ECGs is not enough, as we have realized that paper ECGs only represent part of the information of the 
recording. In other words, and to give an example, if we take a 10-second recording of 12 leads, each lead will 
be represented on the paper for only 2.5 seconds. For this reason, we have developed a completion deep 
learning model to complete each lead on 10sec. 

For digitization, we have combined the approaches described in [1] with other approaches to automatically 
extract the signal from different ECG formats. Our tool then allows to complete the missing parts of the leads. 
To do this, we trained a U-net to reconstruct the missing parts of each lead.  More precisely, we have given 
ECGs of 12 leads as input, to which we have applied masks, and the U-net has the task of reconstructing the 
masked parts. To our knowledge, there are only two other approaches to ECG reconstruction copy paste and 
GAN [2,3]. 

We obtain a Pearson correlation after digitization of 0.95, which is comparable to [1,2], and an MSE of 
0.001mV, which is better than [2] which obtained 0.016mV. Finally, for the completion, we also obtain results 
better than the state of the art of [3] with a MSE of 0.005mV with our model against 0.03 for copy paste and 
0.016 for GAN. 

We offer a fully automated, open-source tool with state-of-the-art performance and the ability to complete the 
missing information for each lead. 
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Finding candidate genes remains key to deciphering molecular mechanisms in biology and medicine.
It is often based on the predicted relationships between genes and phenotypes. However, deriving those
connections from the ever-growing amount of biological data and knowledge is becoming increasingly
challenging for individuals. This complex and heterogeneous data can be modelized in computer-
actionable graphs using frameworks like Semantic Web technologies.
The present work aims to take advantage of multiple data types to discover new relations between
biological entities, like genes, phenotypes or diseases. We foresee that combining heterogeneous data
graphs and machine learning will enable us to relate those biological entities in a manner resilient to
both sparse and noisy data.
In this context, the nematode C. elegans, a classic model organism, provides a rich data source
thanks to in-depth genetics studies and a vast array of available experimental data. Furthermore, the
WormBase database already gather most of this information on C. elegans, namely genes, phenotypes,
interactions between genes, diseases, and gene expression patterns. We represent this data as a large
heterogeneous knowledge graph and analyze it using graph machine learning methods. Since different
algorithms can capture different aspects of the graph, we set to benchmark both foundational and
state-of-the-art machine learning algorithms.
Ours is a two-step methodology. We first train a graph embedding model that can generate a numerical
representation of the nodes and relations. Secondly, we train a classifier that uses those embeddings to
determine whether a relation exists between two chosen nodes. To compare the embedding algorithms,
we randomly delete 20% of the edges and train the algorithm on the leftover 80%. We then use half of
the removed edges as a test set to assess embedding quality. We reach a Hit@1 on a relation prediction
task of about 0.95 with ConvKB, a graph convolutional neural network algorithm, although other
algorithms can match this performance. Equipped with the most performing algorithm, we aim to
predict novel gene-phenotype associations with a binary classifier. We reach an accuracy of 0.82 using
a Random Forest in predicting the existence of a link.
In a broader take, our work will shed light on the underlying biological mechanisms linking genes
and phenotypes, and will accelerate the cell biology research in C. elegans. Our approach being data
agnostic can apply to a wide range of both data type and organisms.
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With more than 500,000 individuals, the UK Biobank [1] is one of the largest biobanks in the 

world and a valuable resource for public health research. The UK Biobank recruited people 

aged between 40-69 years and living in the United Kingdom to take part in this project in 2006-

2010. Genetic information, health and lifestyle data for each participant are available and 

regularly updated, making a wide range of studies possible. 

Initially, the large size of the cohort was based on statistical power calculations for case-control 

studies making it a major contributor to the advancement of modern medicine and treatment to 

improve human health. Nevertheless, the richness of this database is a double-edged sword. 

Dealing with this amount of information turns out to be challenging, especially when it comes 

to focusing on a specific disease. One issue is how to define whether an individual is a case or 

a control as different data sources (e.g. self-reported questionnaires, hospital records ...) might 

provide contradictory information. Another issue is the resulting number of cases vs. controls, 

which can be highly unbalanced. 

Here we choose to illustrate these issues on the type 2 diabetes (~90 percent of all diabetic 

patients [2]).  We show how they can impact the results of the classic additive GWAS and 

GWAS focusing on rare recessive variants through homozygous-by-descent segments HBD-

GWAS using R packages Gaston [3] and Fantasio [4]. 
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Clinical management of central nervous system tumours routinely include methylation profiling.
Methylation assay allow the histo-pathological refinement and sub-classification of specific tumours
to help the diagnostic, prognosis and therapeutic management of patients. Grenoble-Alpes University
Hospital have developed since 2021 a local procedure for exploring tumoral methyloma. Until now
they were sub-contracting the bioinformatics and biostatistical analysis to a foreign group.

This work highlights the synergic collaboration of the University-Hospital with the EpiMed research
group, with a longstanding experience in methylome data analysis. We have created a dedicated clas-
sifier based on public data cumulating 1093 brain tumours (GSE109379), and predicted age comparing
several epigenetics clocks, and in-house tumour classification model among the 91 published methy-
lation classes. We compared our results on public data and on local samples. The accuracy of our
current classifier on cross-validation training public data was estimated at 98% for gender and 78%
for the 91 methylation classes.

The figure below highlights the t-SNE projection of the samples (triangles) on the classification
cohort (dots), showing the 91% of accurate classification of tumors according to the 13 super-classes
from the literature.

Fig. 1. T-sne methylation super-classes

During the process of generating the classifier, we experienced the need for a finely tuned selection
of biological constraints to include in the training model, notably sample type and conservation. In
conclusion, our preliminary results suggest that a routine usage of our classifier would help the diag-
nosis of patients, and provide valuable datasets for basic research.
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Background

In the era of big data, biological networks have proven invaluable for representing biological knowl-
edge gathered from a wide number of sources, including public databases and omics data. Universal
multilayer networks, which gather interactions between different types of nodes and edges and combine
multiplex, heterogeneous and bipartite networks, provide a natural way to integrate such diverse and
multi-scale data sources into a common framework. Recently, we developed MultiXrank, a Random
Walk with Restart algorithm able to explore such universal multilayer networks [1]. Starting from one
or more seed nodes, the random walker navigates the different network layers and generates scores that
reflect node’s relevance with respect to the seed(s). These scores can then be used in a wide variety of
downstream analyses. We aim here to highlight these versatile usages in various bioinformatics tasks.

Results

Node prioritization First, we show that MultiXrank scores can be directly used for node prioritization.
Specifically, using a multilayer network containing interactions between genes, drugs, and diseases, we
prioritized genes and drugs associated with leukemia and epilepsy. For drug prioritization in epilepsy,
we also show that a simple ranking of nodes based on their MultiXrank scores shows comparable
predictive performance as the supervised approach used by Hetionet [2].

Supervised classification In a second study, we show that MultiXrank scores can also be used in a
supervised manner for link prediction. We trained a classifier to predict gene-disease associations from
MultiXrank scores. The training is done using a multilayer network containing interactions between
genes and diseases gathered from an outdated version of DisGeNET (v2.0, 2014) [3]. To test the
performance of the classifier, we compared our predictions with the gene-disease associations present
in an updated version of the DisGeNET database (v7.0, 2020).

Diffusion profiles comparison Finally, we show that MultiXrank scores can be used to compute dif-
fusion profiles from various seeds. The diffusion profiles can then be considered as signatures and
compared. We built a multilayer network containing gene and disease interactions layers, as well
as cell-type specific genomic network layers built from PC Hi-C and TAD data from hematopoietic
cells. We then selected immune diseases nodes as seeds, and produced a diffusion profile signature
for each disease in each cell-type. We observed that those signatures capture the hematopoietic cell
lineages. Further comparison of the disease signatures uncover comorbidity relationships between
immune diseases.
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1 Context

With the emergence of new standards of care for cancer patients, omics data are now routinely
collected. These data are necessary for diagnostic purposes, as they allow classification of patients.
However, current classifications could be improved, especially by taking into account the cell type
composition of the tumor (tumor heterogeneity). Because of the complexity of tumor heterogeneity,
there is still no consensus framework for estimating tumor composition, although many deconvolution
algorithms have been developed to address this problem over the past decade. In order to evaluate and
compare these new deconvolution methods, a robust and comprehensive scoring and ranking strategy
is needed. To construct such benchmarks, we built a ranking pipeline based on several evaluation
criteria. We used different methods to aggregate the scores and finally established an overall ranking.
This pipeline also integrates approaches to assess the significance of differences between the aggregated
scores and the stability of our ranking.

2 Benchmark of deconvolution pipelines

2.1 Cell type deconvolution

Estimating cell type proportions from bulk samples can be posed as the following matrix factor-
ization problem: D

G×S
= T

G×K
× A

K×S

with D being the bulk matrix of S samples and G genes, T a reference profiles matrix of the G
genes for K cell types and A the matrix of the K cell type proportions for the S samples.

2.2 Our benchmark setting

In order to benchmark on a large diversity of samples, we use simulated data emulating N = 3
different cancer types. For every dataset, we simulate M = 10 proportions matrices An,m by sampling
from a Dirichlet distribution - representing the biological noise - and by multiplying them by an in-
vitro reference matrix Tn, after adding a technical noise ϵn,m we finally obtain N ∗M = 30 simulated
bulk matrices Dn,m = Tn ×An,m + ϵn,m.

2.3 Scoring and ranking strategies

We selected 4 evaluation categories: computational cost, raw performance, stability and consensus,
in order to balance deconvolution accuracy with practicability and generalisation. We used various
scores within every category, ranging at different intervals. Therefore, constructing a final score
requires a normalization step and several aggregations: across simulations of a given dataset, across
datasets, across scores within categories and finally across categories. At every step, we tested different
aggregation operators, such as median or means (arithmetic, harmonic or geometric).

From final scores, we derived a global ranking yielding the ”winning” pipeline. We investigated
the validation of several criteria accessing the ”fairness” of our ranking methods: majority, Condorcet,
consistency, participation and independence of irrelevant alternatives.

In addition to the ”fairness” of ranking approaches, it is also of interest to quantify final score
differences between pipelines in order to detect significant performance improvement. To this pur-
pose, we computed final p− values by either (i) aggregating intermediate p− values calculated from
parametric tests using Stouffer’s or Edgington’s methods; or (ii) employing a single non-parametric
permutation test procedure.
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While the continuing decline in genotyping and sequencing costs has largely benefited plant research, some
key species for meeting the challenges of agriculture remain largely understudied. As a result, heterogeneous
datasets for different traits are available for a significant number of these species. As gene structures and
functions are to some extent conserved through evolution, comparative genomics can be used to transfer
available  knowledge  from  one  species  to  another.  However,  such  a  translational  research  approach  is
complex due to the multiplicity of data sources and the non-harmonized description of the data.

Here, we provide two pipelines, referred to as structural and functional pipelines, to create a framework for a
NoSQL graph-database (Neo4j) to integrate and query heterogeneous data from multiple species. We call this
framework  Orthology-driven  knowledge  base  framework  for  translational  research  (Ortho_KB).  The
structural  pipeline  builds  bridges  across  species  based  on  orthology.  The  functional  pipeline  integrates
biological information, including quantitative trait  loci (QTL), RNA-seq datasets, and uses the backbone
from the structural pipeline to connect orthologs in the database. Queries can be written using the Neo4j
Cypher language and can,  for instance,  lead to identify genes controlling main traits  across species.  To
explore the possibilities offered by such a framework, we populated Ortho_KB to obtain OrthoLegKB, an
instance  dedicated  to  legumes.  The  proposed  model  was  evaluated  by  studying  the  conservation  of  a
flowering-promoting gene. Through a series of queries, we have demonstrated that our knowledge graph
base provides an intuitive and powerful platform to support research and development programmes.
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Résumé

Free-living amoebae (FLA) are ubiquitous protists found in soil and water across the
globe. Some FLA such as Naegleria fowleri (NF ), Acanthamoeba, Sappinia and Balamuthia
can cause rare but fatal encephalitis 1. In 2008, NF was responsible for the death of a 9-year-
old boy who swam in a recreational bath in Guadeloupe 2. In 2013, our group showed that
NF could be found in most of these baths 3, the soil being the origin of this contamination 4.

In this work, we aimed to analyze the diversity and abundance of thermophilic FLA (and in
particular Naegleria sp) in recreational waters in Guadeloupe over 4 years, using metabar-
coding and the most probable number (MPN) method, and herewith detect their possible
seasonality.

From 2018 to 2022, a total of 74 water samples were collected from 7 baths commonly used
by Guadeloupean and tourists, and with different characteristics (natural, tiled, regularly
cleaned or not, and with temperatures ranging from 27 to 40◦C). DNA was extracted from
FLA cultivated at 37-40◦C to detect thermophilic FLA. Metabarcoding studies were con-
ducted through FLA 18S rRNA amplicons sequencing 5; amplicon sequence variants (ASV)
were extracted from each sample and taxonomy assigned against PR2 database using dada2
and phyloseq tools. We also searched for Naegleria and NF using conventional PCR target-
ing ITS and NF-ITS 3 and we quantified these FLA using the MPN 6.

Our results showed that, over the 4 years, high differences in FLA diversity and abundance
were observed between the 7 baths, but no seasonal distribution was concluded. Naegleria,
Vermamoeba and Stenamoeba were the most represented genera, while the genera Acan-
thamoeba and Vahlkampfia were mainly found in 2 baths. Furthermore, the MPN values for
Naegleria sp (NT/L) increased overall between 2018 and 2022 in almost all baths but the
MPN values for NF (NF /L) seem to decrease.

Globally, our results showed that although we cannot establish a peak in FLA detection, the
presence of Naegleria and Acanthamoeba in recreational baths can pose a potential threat
on human health in Guadeloupe. As such, it is important to continue the regular control of
these baths.

∗Intervenant
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In deep-sea hydrothermal vent areas, deprived of light, most animals rely on chemosynthetic symbionts for 
their nutrition. These symbionts may be located on their cuticle, inside modified organs, or in specialized cells. 
Nonetheless, many of these animals have an open and functional digestive tract. The vent shrimp Rimicaris 
exoculata is fueled mainly by its gill chamber symbionts, but also has a complete digestive system with 
symbionts. These are found in the shrimp foregut and midgut, but their roles remain unknown. We used 
genome-resolved metagenomics on separate foregut and midgut samples, taken from specimens living at three 
contrasted sites along the Mid-Atlantic Ridge (TAG, Rainbow, and Snake Pit) to reveal their genetic potential. 

We reconstructed and studied 20 Metagenome-Assembled Genomes (MAGs), including novel lineages of 
Hepatoplasmataceae and Deferribacteres, abundant in the shrimp foregut and midgut, respectively. Although 
the former showed streamlined reduced genomes capable of using mostly broken-down complex molecules, 
Deferribacteres showed the ability to degrade complex polymers, synthesize vitamins, and encode numerous 
flagellar and chemotaxis genes for host-symbiont sensing. Both symbionts harbor a diverse set of immune 
system genes favoring holobiont defense. In addition, Deferribacteres were observed to particularly colonize 
the bacteria-free ectoperitrophic space, in direct contact with the host, elongating but not dividing despite 
possessing the complete genetic machinery necessary for this. 

Overall, these data suggest that these digestive symbionts have key communication and defense roles, which 
contribute to the overall fitness of the Rimicaris holobiont. 
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Abstract: 

Coral reefs are renowned for their high biodiversity as well as important decline worldwide, but much
of this diversity remains hidden or underestimated by traditional monitoring methods. Autonomous
Reef Monitoring Structures (ARMS) offer a standardized protocol for assessing the "cryptic" fauna
that inhabits the coral reef ecosystems. In this study, we deployed, for the first time in Guadeloupe,
ARMS modules at two sites within the St François lagoon, one close to the natural reef and the other
close to an eco-mooring site.  Our study aimed at comparing the ability of ARMS to evaluate the
biodiversity between natural and anthropogenic sites and preparing for a larger-scale study of reef
cryptodiversity in the Lesser Antilles region.
After six months of deployment, we retrieved the ARMS modules in order to estimate and identify the
colonizing vagile and sessile faunas from both sites, using two quantitative and computational-based
approaches.  The  colonization  and  diversity  of  the  sessile  fauna  was  estimated  using  first  photo-
analysis  with  randomized  sampling  methods  and  second  NGS  metabarcoding  techniques  with
multimarkers approach.
Based on photo-analysis,  preliminary results  suggested differences  in  the  community composition
between the two study sites (e.g., higher settlement covering rate on the eco-mooring ARMS than on
the reef ARMS) and also within the ARMS, depending on micro-environmental factors (e.g., gradient
of Coralline algae cover rate, with higher cover at the top and lower cover at the bottom, in contrast to
the  filtering  organisms  such  as  polychaetas).  Considering  Metabarcoding,  literature  and  genetic
database searches were conducted in order to evaluate the optimal protocol and/or gene markers to be
used to characterize the more accurately the colonizing biodiversity including metazoans, eukaryotes
and prokaryotes. 
This integrative approach based on ARMS seems to be of prime interest in both detecting the cryptic
biodiversity of coral reefs in Guadeloupe, and further monitor the dynamics of coral reef diversity
colonization across the Caribbean islands and/or gradient of anthropization.
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Résumé

The world is reaching a point where effectiveness of antibiotics could be completely com-
promised in the near future, if antimicrobial resistance (AMR) continues to spread globally.
The intestinal microbiota of human and domestic animals is suspected to be the main reser-
voir of AMR organisms and therefore of antibiotic resistance genes (ARGs). Advances in
DNA sequencing technology and more specially metagenomic approaches have shown that
several ARGs are prevalent and shared between most gut microbiota. Although nucleotide
diversity is documented for many ARGs, each variant following independent spread, the dis-
tribution of theses variants in gut resistomes is still completely unknown. This study aims
to understand if ARGs described as identical in different microbiomes are actually the same
variants.
We adapted DESMAN, an algorithm developed to reconstruct strains from metagenomic
data, to characterize different variants from a pool of ARGs. The tool was applied to
ARGs detected in metagenomic cecal samples from chicken raised under different condi-
tions. Among 22 genes analyzed, 15 have at least 2 stable variants, 7 (ant(6), blaTEM-1 ,
erm(B), erm(F), tet(Q), tet(L) and tet(32)) showing variants with important differences in
proportions between samples depending on rearing condition and age of animals. Sequence
comparison between variants reconstructed by DESMAN and those identified from bacterial
isolates revealed a perfect match. These results attest the reliability of the tool to recon-
struct different variants of the same ARG directly from metagenomic data and to infer their
relative proportion in different samples. It opens the way for futher analysis to understand
their relative abondance, persistence and transmission between microbiomes.

Mots-Clés: Antimicrobial resistance, gene variants, gut microbiota, Gibbs sampling method
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Liver cirrhosis and colorectal cancer (CRC) are two pathologies associated with strong modifications in 

species composition of the human gut microbiome[1]–[3]. Differential Abundance Analysis (DAA) is typically 

used to characterize these changes. Changes in species abundance are usually the only biomarkers sought in 

this type of study. We have used several AI methods to uncover specific signature of these pathologies based 

upon these differences of abundance with success. However, there are several changes in the microbiome 

composition that cannot be detected by this approach (notably within a given species, strains may display 

different behaviors, switching from commensal to pathogens, due to limited differences in genetic content). 

Here we have re-analyzed different metagenomics studies using predictive functions quantification with a 

novel framework. We compared the genetic functional level approach with the state of art approach which 

quantifies abundance at the species level approach and how genic function level approach could enhance the 

performance of microbiome-based diagnosis. 

It precisely aimed to investigate the metabolic functions of gut microbiomes in two distinct cohorts: liver 

cirrhosis[4] and colorectal cancer. Leveraging gene-level analysis of sequencing data, we employed KEGG 

orthology (KO)[5] data to quantify these functions. To accomplish this, we performed gene quantification 

using shotgun sequencing data produced from fecal samples in the aforementioned patient cohorts. The 

Integrated Gene Catalog 2 (IGC2)[6] served as a valuable resource in our analyses, further complemented by 

functional annotations obtained from the KEGG database, encompassing KO assignments, and from which we 

derived KEGG modules assignments. 
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Cheeses are fermented products resulting from the complex interaction between the milk, the environment
and the micro-organisms that compose them. The species found in this ecosystem originate from commercial
starters,  which  are  involved  in  the  manufacturing  and  maturing  processes,  but  also  from  endogenous
microbial communities, which are influenced by the different cheese production practices. Although these
particular communities are essential, little is known about their taxonomic and functional diversity, as well as
the genetic traits of their adaptation to the cheese ecosystem. As such, the MétaPDOcheese project – "Grand
Projet de Séquençage" France Génomique (2017 – 2023) – was initiated to explore the diversity of microbial
communities  inhabiting  the  Protected  Designation  of  Origin  (PDO)  cheeses  at  the  scale  of  the  French
territory.

By analysing 146 metagenomes from three environments – i.e., milk, cheese core and rind – we review the
bacterial,  fungal  and viral  diversity of 44 PDO cheeses.  We show that  the  alpha and  beta diversity are
influenced by the environment, the technology used (soft, hard or semi-hard) and the type of rind (bloomy,
washed or natural), with a higher abundance of i) bacteria in hard and semi-hard cheeses and ii) eukaryotes
in bloomy rind and blue mold cheeses.  This  taxonomic profiling also highlights  a  positive  relationship
between the abundance of bacterial and viral sequences, suggesting a prevalence of bacteriophages in hard
and semi-hard cheeses in particular. Moreover, the functional analysis reveals a dissimilarity between the
three environments, but also between technologies/type of rind.

Based on the analysis of co-occurring species within these microbial communities, some of which are
potential keystone species of the ecosystem, a set of 373 genomes of bacterial strains isolated from cheeses
were sequenced.  In addition to this culturomic approach,  we reconstructed 1119 metagenome-assembled
genomes (MAGs) of good quality from the 146 metagenomes. By comparison with the reference sequences
currently available in public databases, the analysis of all these genomes revealed a set of 259 previously not
described, and therefore potentially new, species belonging to genera of interest in the cheese ecosystem
(e.g.,  Psychrobacter,  Halomonas,  Brevibacterium).  Altogether,  combining  culturomic  and  metagenomic
approaches has given us an access to an uncovered diversity of non-inoculated micro-organisms.

In  addition,  from  genomic  and  metagenomic  data,  we  have  built  a  catalogue  of  functionally  and
taxonomically annotated reference proteins, that includes more than 15 millions non-redundant proteins and
covered the metabolic diversity of the cheese ecosystem and the 44 French PDO cheeses. The construction of
this protein catalogue constitutes an accessible tool for future understanding of the structure and function of
microbial communities in other cheese ecosystems.
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Abstract 
Haslea ostrearia is a marine microalgae producing a blue pigment of great interest. Firstly, from an 

economic point of view, this marenine pigment colors oyster gills green which increases their market value 
[1]. Secondly, marenine could also have biomedical applications, such as an antitumoral effect against 
lung/kidney carcinoma and melanoma cell lines [2, 3]. However, H. ostrearia is poorly known at the genetic 
level. Any attempt to assemble its genome is complicated by the large number of bacteria living with it [4]. 
Their presence seems to be necessary for the microalgae survival. It therefore became necessary to identify 
these bacteria to improve culture protocols by trying to reduce their presence in the sequencing data. This 
decrease in bacteria concentration should then allow us a better access to the microalgae genome. 

To this end, we had two solutions. The first "classic" one, consisted in sequencing a 16S rRNA gene 
hypervariable region and performing a metataxonomic analysis using a reference 16S rRNA database. The 
second was to use whole genome sequencing data to assemble the metagenome and extract taxonomic 
information from it (metagenomic strategy). In order to ensure robust results, we used both methods to list 
bacteria present in H. ostrearia cultures. Comparing the results allowed us to understand the impact of the 
chosen method and to see the advantage of the metagenomic strategy. For the 16S method, a known bacterial 
community was used to compare the results between two 16S regions V1-V3 and V3-V4. The results were 
highly variable between regions. V1-V3 even failed to identify an entire class of bacteria: 
Gammaproteobacteria. The bacteria identified in our cultures were also less specific than those found through 
whole genome sequencing. By recovering entire 16S genes from the metagenome assembly, the identification 
step was more accurate than using only a small proportion of it. Not only did we find the same bacteria that 
were highly present in the 16S sequencing, but we also identified some of them to species level. In addition, 
the metagenomic strategy enabled the assembly of completed or almost completed genomes. Collected genetic 
information was therefore much larger with this method enabling other analysis at a later stage. For example, 
it permitted to search for antibiotic or microbiotic resistance genes in the assemblies. This could help to 
understand the biological processes occurring in our cultures and facilitate cultivation protocol improvement.  
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Mangroves ecosystems cover 60-75% of the world’s tropical and subtropical coastline.  
They are among the most productive marine ecosystems on the planet. They harbor a rich diversity of animal 
and microorganisms and offer important ecological services. They are characterized by a high turnover of 
organic matter mediated by microbial processes [1]. Regarding microbial communities the studies have mainly 
focused on the microbial communities of the terrestrial mangrove’s environments (i.e. mangrove soils and 
sediments) [2,3], and little is known concerning the marine microbial communities of this ecosystem [4,5].  
Microbial communities that grow as microbial mats are large filamentous microorganisms that form an 
entangled mass with the submerged sediment particles on which they grow [6]. Microbial mats are a 
widespread phenomenon and are found from deep to coastal environments, and from cold to tropical waters 
[6,7]. 
These mats are considered an ecological niche and play an important role in the food web of their environment, 
by ensuring the production of primary organic matter necessary for the development of many other organisms 
[7,8]. 
Previous work has identified the two major colorless sulfur bacterial forming white’s mats living on the surface 
of marine mangrove sediments in Guadeloupe island [9]. However, the whole microbial community’s diversity 
that constitute these mats have not been studied nor the contribution of these communities to the 
biogeochemical cycles nor their resilience in response to the urban pressure conditions of this marine 
ecosystem.  
Metabarcoding analyses supported by high throughput sequencing provide a method to evaluate the microbial 
community in terms of both taxonomy and potential functioning. 
Thus, it was therefore used to better understand the functioning of microbial mats in the coastal ecosystems of 
Guadeloupe and the impact of urban pressure on this ecosystem through comparative analyses of microbial 
communities diversity of Beggiatoa mats found in natural, protected and urban marine mangroves areas along 
to la Rivière Salée in Guadeloupe island (FWI). 
Using 44 samples from 11 sampling sites, we investigated the biogeochemical properties as well as the 
microbial diversity of Beggiatoa mats formed in marine mangroves sediments. Preliminary analyses regarding 
the biodiversity rRNA gene metabarcoding datasets revealed a distinct taxonomic profiling of microbial 
communities of Beggiatoa mats between natural and urban marine mangrove sediments. However, the 
physicochemical properties measured have not shown any strong influence over the taxonomical profile 
variations.  
Altogether, the data generated by this project will contribute to better understand the microbial community 
assembly and microbial processes in marine mangrove sediments at the scale of a Caribbean Island. 
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Suitability of Nanopore adapta2ve sampling for metabarcoding approaches 
Is it possible to directly remove chloroplast sequences from algal samples during sequencing? 

Coralie Rousseau1, Erwan Legeay2, Gwenn Tanguy2, Yacine Badis1, Catherine Leblanc1, Simon DiIami1 
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The description of epi- and endobacterial 
c o m m u n i t i e s t h o u g h s h o r t - r e a d 
metabarcoding analyses is the most popular 
way to identity a large proportion of non-
cultivable species. However, this analysis is 
based on 16S rRNA amplification which also 
amplifies plastid DNA of the host. Without 
specific primers design to deplete plastid 
reads, the majority of reads will belong to 
them and for long-read metabarcoding 
analyses, such primers are not yet available. 

Recently, “adaptative sampling“, a method of 
software-controlled during sequencing has 
been developed for the Oxford Nanopore 
platform. It is possible to enrich or eject 
spec ia l ty reads in rea l - t ime dur ing 
sequencing1,2. This method have already been 
tested in metagenomic analysis and have 
shown promising results3,4. Here we have 
tested the suitability of adaptative sampling in 
metabarcoding analyses to remove plastid 
reads.
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24 DNA extractions of 
Ascophyllum nodosum  

(November & March)

Full 16S rRNA amplicon 
(27F-1492R)  

Nanopore’s library 
preparation

2 sequencing with & without 
adaptative sampling and 

host’s plastid as reference  
Real-time basecalling  

(Guppy) 

Control quality 
(Fastqc)

Assign taxonomy 
(Kraken2 and SILVA 

database)

Table 1. Sequencing results of the two runs. 

Without adaptative sampling With adaptative sampling

Number total reads 2,524,217 2,491,252

Mean lenght 1296 755

Mean Q20 (%) 43 57

Total abundance of 
chloroplast reads

1,674,221 1,629,764

MK1C

Both sequencing runs generated similar 
numbers of reads. We have not enrich  
the run in bacterial reads by depleting 
plastid DNA. The primary difference 
between the runs was the mean read 
length, which was shorter in the run with 
adaptive sampling.

56 ssa

Based on our experiment, we conclude 
that adapta2ve sampling with the MK1C 
is not suitable for the removal of plas2d 
sequences in 16S metabarcoding 
analyses. 
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Figure 2. What happened during the two sequencing? A) First run - Without adaptative sampling  B) Second run - With adaptative sampling. Only plastid sequences are shown C) Second run - With 
adaptative sampling. Only bacteria sequences are shown. Red color represents the expected size for bacteria (e.g 1500-1700 pb). 

The histograms in Figure 2 show that 
virtually all of the plastid reads were 
truncated at approximately 700 bp in the 
adaptative sampling run, but also a large 
proportion of the bacterial reads. 

1 Loose, Matthew, Sunir Malla, et Michael Stout. 2016. « Real-Time Selective Sequencing Using Nanopore Technology ». Nature Methods 13 (9): 751-54. 
2 Payne, Alexander, Nadine Holmes, Thomas Clarke, Rory Munro, Bisrat J. Debebe, et Matthew Loose. 2021. « Readfish Enables Targeted Nanopore Sequencing of Gigabase-Sized Genomes ». Nature Biotechnology 39 (4): 442-50. 
3 Payne, Alexander, Nadine Holmes, Thomas Clarke, Rory Munro, Bisrat Debebe, et Matthew Loose. 2020. « Nanopore Adaptive Sequencing for Mixed Samples, Whole Exome Capture and Targeted Panels ». 
4 Martin, Samuel, Darren Heavens, Yuxuan Lan, Samuel Horsfield, Matthew D. Clark, et Richard M. Leggett. 2022. « Nanopore Adaptive Sampling: A Tool for Enrichment of Low Abundance Species in Metagenomic Samples ». Genome Biology 23 (1): 11.
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Figure 1. Principe of Nanopore sequencing.  
DNA passes through Nanopore protein, generates mesurable 
electrical signal which is converted to nucleotide sequence.

Two important limita2ons:  
1. The great similarity between plas2d and 

bacterial reads leads to the rejec2on of a 
large propor2on of bacterial reads.  

2. The default algorithm implemented on the 
MK1C is not ajustable

Alterna2ve base-calling and alignment 
methods as well as the op2miza2on of 
alignment parameters (percent iden2ty for 
alignment against reference, the number of 
bases align to reference) could lead to 
improvements.

Acknowledgements: We 
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Tracing human-borne bacterial contaminants from wastewater treatment plants to
coral reefs in the Caribbean Sea
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For the last 20 years, the oceanic surface occupied by living coral reefs has been diminishing throughout the 
French Antilles. Concomitantly, the number of locations rated as “insufficient” in regard to the water quality for 
human health, has been noticeably increasing in these oversea territories. Since the water-quality rating is largely
based on the presence and abundance of faecal bacteria, most significantly Escherichia coli, Enterococcus sp., 
and Streptococcus sp., we hypothesized this and other prokaryotes to have a role in linking both, coral and water 
quality decrease. In this context, our project was set up with two main objectives. In the one hand, conducting a 
review of potential sources of such bacteria in the Caribbean Sea, paying special attention to geographical and 
seasonal variations. On the other hand, to identify and compare the bacterial communities associated to coral 
reefs in environments differentially exposed to anthropogenic sources. Our preliminary results, which graphicate
official data (IFRECOR, 2020;  Ministère de la Santé, 2023), show the water quality and living coral reef 
extension of the Guadeloupe-an archipelago to be deteriorating particularly quick. A situation that does not 
necessarily mirror the patterns observed in other islands of the French Antilles, at least during the last few years. 
With wider-scale factors seemingly unable to explain, at least on its own, this regional variation, our approach in 
the TRACMIC project ‘TRAçage des Contaminants MICrobiens d’origine humaine en provenance des stations 
d’assainissement dans les Antilles Françaises’ is to analyze the local variation of human-borne bacterial 
communities in waste water treatment plants. Given the more static and long-term nature of the flux derived 
from them, WWTPs were selected in collaboration with the OFB to conduct an eDNA-based analysis. However, 
we acknowledge that they do not represent the only source of faecal bacteria. As part of this first approach, water
from the intake and the discharge of 19 WWTPs was sampled using a continuous (24 h) sampler; Basse Terre (n 
= 9), Grande Terre (n = 5), Marie Galante (n = 1), and Martinique (n = 4). Additionally, water from the recipient 
rivers and coastal locations, including areas of low and high living-coral surface, was also recovered for analysis.
In total, 125 eDNA samples (250 replicates) were filtered using 0.2 µm filters and the Millipore vacum system, 
with final volumes ranging between 10 and 120 ml. Samples are, at the time of writing, being amplified (and 
Illumina sequenced (Miseq: 2 x 300 bp) before trimming, merging, de-replicating, de-noising, chimera-filtering, 
and read-clustering into OTUs. In this fashion, we aim to compare the bacterial communities from the discharge 
areas (fresh- and sea-water) with those associated to coral reefs. By linking community composition with 
distance to the WWTPs ejection site, the intention is to identify new faecal-pollution biomarkers especially 
orientated to coral health. While the fulfillment of Koch’s postulates is rare and complex for coral-infecting 
diseases, several bacterial taxa have been already associated to coral loss in the literature. Thus, our work will 
also aim to find such specific genera and species in our database. Currently, we are identifying some of those 
taxa of interest such as Vibrio coralliilyticus, Pseudoscillatoria coralii, or Desulfovibrio sp. in waters of the 
French Antilles, by blasting and phylogenetically comparing (Maximum Likelihood & Bayesian inference) their 
16S rRNA against existing databases from already published eDNA samplings. Future steps will include the 
quantification of such biomarkers via qPCR from the coral reefs to the source, as well as a closer look at the 
water-coral interface to examine the type of association between bacteria and coral. 
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Advances in whole metagenome shotgun sequencing and associated bioinformatics approaches 

facilitate environmental studies of microorganisms at both the community and genome levels. Several efforts 

have been made to centralize information and make it more accessible to microbial ecologists by establishing 

genome and/or protein catalogues specific to a given environment (e.g., the genomic catalogue of earth’s 

microbiomes, the gene catalogue of the mouse gut, the catalogue of reference genomes from the human gut 

microbiome, the ocean gene atlas). These valuable resources allow a better understanding of the structure, 

dynamics and functions of microbial communities. In this study, we are interested in the microbiota of termites, 

which are the most efficient insects to degrade lignocellulose, and are therefore ecologically and economically 

important. They possess a complex and diverse gut microbial community (Bacteria, Archaea, Eukaryota) that 

contributes greatly to the lignocellulosic digestion process. Although many studies have described the 

taxonomic diversity and community structure of the termite microbiota, the roles of individual lineages 

involved in the digestive and metabolic functions remain poorly understood. 

 To reveal the functional and metabolic potential of the microbial community, we built the largest 

resource of microbial genomes associated to termites as well as the related catalogue of proteins. First, a 

literature search of metagenome and genome collections of termite hosts and all their associated microbes 

(Bacteria, Archaea, Protists, Fungi) was performed according to the PRISMA [1] protocol. Second, using 

SnakeMAGs [2], we reconstructed 514 bacterial and archaeal metagenome-assembled genomes (MAGs) with 

completeness ≥50% and contamination <10% (according to CheckM [3]) and not chimeric (according to 

GUNC [4]) from 80 publicly available Illumina shotgun metagenomes. The use of metagenomics allowed us 

to overcome the culture-dependant biases and thus to cover greater diversity. This dataset was further enriched 

by 976 prokaryotic and 28 eukaryotic genomes (from both MAGs and microbial isolates) retrieved from public 

databases. Altogether we constructed a comprehensive catalogue containing 1518 genomes. In addition, we 

conducted a protein-level assembly using Plass [5] directly from cleaned metagenomic reads to massively 

recover microbial proteins associated with termites. Predicted proteins from collected genomes were also 

added to the Plass results and clustered using MMseq2 [6] to produce a large catalogue composed of millions 

of non-redundant proteins. 

 This data set, which integrates the largest collection of termite-related microbial genomes and its 

associated protein catalogues, will facilitate genome-centric studies and thus will improve our understanding 

of these fascinating host-microbiota interactions and their evolutionary dynamics. 
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ABRomics: An integrated multi-omics platform for antibiotic resistance research and public
health
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Antibiotic  resistance  (ABR)  is  a  major  public  health  issue  prioritized  for  mitigation  by
international  institutions.  Multidrug  resistant  bacteria  (MDRB)  and  Antibiotic  Resistance
Genes (ARGs) carried by mobile genetic elements spread between the human, animal,  and
environmental  sectors.  Whole  Genome  Sequencing  (WGS)  is  used  for  molecular  typing
purposes at the highest resolution. It provides identification of ARGs and their genetic supports
as well  as mutations leading to a decrease in antibiotic susceptibility.  Epidemiological and
WGS data are used for tracking MDRB in hospital outbreaks but also across the animal and
environmental  sectors.  Sharing  and  interoperability  of  high-quality  data  (sequence  and
metadata) are key requirements for addressing the spatio-temporal dissemination of MDRB.
To this aim, the French Priority Plan on ABR has funded the development of an online, open
platform dedicated to antibiotic resistance.
We are establishing a repository of structured, interoperable, standardized, and well-annotated
multi-omics  data  with tailored  mathematical  and bioinformatics  tools  to answer generic  and
specific  research  questions  related  to  ABR.  The ABRomics platform includes  standardized
pipelines  to  run  ABR analyses  of  WGS  from pathogenic  strains  supported  with  integrated
databases  (ARG,  sequence  types  [ST],  virulence  factors  [VF]).  Uploading  data,  launching
pipelines, viewing and cross-referencing enriched results will be achieved through easy-to-use
web interfaces. ABRomics ß-version integrating the ABR detection genomic pipeline and other
markers such as ST, and VF will be available to the consortium in summer 2023 and to the whole
microbial research community  by the end of 2023. Core-genome multi-locus sequence typing,
relationships between strains and metagenomics pipelines will next be made available.
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Résumé du poster :  

Titre : Pipeline d’annotation de génomes à partir de données de séquence d'ARN messagers 

Les technologies de séquençage actuelles permettent de produire à grande échelle des génomes 
de haute qualité pour un nombre croissant d’organismes vivants très divers. Pour  annoter ces 
génomes eucaryotes, il faut disposer de méthodes rapides et exhaustives et facilement 
adaptables aux organismes étudiés. Pour une annotation exhaustive, il est important de disposer 
de séquences transcriptomiques issues du séquençage d’ARN messagers (RNA-Seq). 
L’alignement de ces données sur le génome permet de mettre en évidence les régions transcrites 
d’une séquence et donc améliorer la prédiction de gènes. 

Ici, nous détaillerons un pipeline automatisé que nous avons développé, se basant sur ces 
données RNA-Seq pour annoter les génomes. Notre méthode peut utiliser des données RNA-
Seq fournies par l’utilisateur ou extraire directement ces données depuis les banques de 
données publiques. La méthode proposée permet d'obtenir des résultats précis pour l'annotation 
de génomes eucaryotes. Cette approche est applicable à plusieurs génomes en parallèle, offrant 
ainsi une solution rapide et efficace pour répondre à la demande croissante en matière 
d'annotation de génomes. Nous détaillerons également la mise en œuvre de ce pipeline à l’aide 
de plusieurs génomes, démontrant ainsi son potentiel en termes de traitement de données. 
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1 Biological context

We used gastruloids to investigate the formation of different cell types and heart-associated tis-
sues during development. Gastruloids are in vitro models, which allow for controlled and reproducible
experiments. We applied a gastruloid culture protocol to model cardiopharyngeal mesoderm specifica-
tion into cardiac and muscle tissues (Laurent Argiro et al. in preparation). We performed scRNA-seq
experiments on day 4, day 5, day 6, and day 11 of gastruloid development. The objective is to assess
the ability of gastruloids to mimic cardiogenesis and myogenesis (Laurent Argiro et al. in preparation).

2 scRNA-seq data analysis

We first implemented a standard pipeline for scRNA-seq analysis using the Seurat framework [1].
In quality control (QC), we paid attention to the biological material of the scRNA-seq samples to
adapt the settings, as cells deemed low quality in one dataset may be valuable in another. Besides,
doublets are described as a source of technical noise as they can lead to misinterpretation of the data.
We used the DoubletFinder tool [2] to identify doublets in our datasets. But, some cells identified
as doublets formed a cluster, and we had to consider the biological signal sent by these clustered
doublets to ensure an accurate interpretation of the data. After normalization, scaling and Principal
Components Analysis, the standard pipeline ends with cluster identification, UMAP visualisation and
differential expression analysis.

3 Specific challenges of the time-series gastruloids scRNA-seq

We annotated the cell types using the reference atlas [3] by transfer learning. However, this
reference atlas does not cover all our time points, leading to some challenges. In this poster, I will
discuss how the reference atlas covers each of our datasets and highlight limitations in terms of cell
type annotation.

For transcriptional trajectories reconstruction, we had to choose between merging or integrating
the time-series scRNA-seq datasets. We tested the standard integration framework of Seurat [1] and
Harmony [4]. In addition, we tried sequential integration of the datasets to better represent the time
passing from the first time point dataset to the last one. We also faced batch biases. In this poster, I
will discuss the results obtained by testing different tools and protocols.
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Les cellules cancéreuses MSI (MicroSatellites Instables) possèdent un système de réparation de l’ADN 
nommé MMR (MisMatch Repair) défectueux, ce qui entraîne une instabilité des microsatellites, des 
répétitions nucléotidiques dispersées dans le génome. Un microsatellite particulier localisé en 3’ des 
introns, nommé polypyrimidine tract (PyT), participe à la reconnaissance de l’exon en aval lors de 
l’épissage des ARN pré-messagers en fixant la protéine U2AF2. Cette protéine forme un hétérodimère 
avec la protéine U2AF1 qui reconnaît le dinucléotide AG (site 3’ d’épissage). Une altération du PyT, 
notamment une délétion d’un ou de quelques nucléotides peut entraîner l’exclusion partielle de l’exon 
en aval dans l’ARN messager (e.g., HSP110). En dépit de séquences consensus retrouvées dans la 
majorité des introns, l’épissage peut être variable, en particulier sous l’effet de mutations dans la région 
3’ des ARN pré-messagers. Des outils informatiques sont disponibles pour identifier les sites 
canoniques d’épissage de l’ARN, et se sont révélés performants [1]. Il a aussi été développé des outils 
capables de prédire l’effet de mutations dans la séquence du PyT, ou à son voisinage, sur l’épissage. 

L’objectif de notre travail est d’évaluer ces outils dans le cadre de délétions dans le PyT. Nous nous 
sommes focalisés sur l’étude de délétions dans les PyT de 4 gènes : DNAJC18, KDM6A, PTP4A2 et 
TRAF3IP1 dont des mutations dans le PyT sont trouvées dans les cancers digestifs MSI. 

Pour étudier l’impact de l'altération du PyT sur l’épissage, les ARN pré-messagers de lignées cellulaires 
MSI porteuses de mutations sont comparés aux ARN pré-messagers de lignées cellulaires MSI non 
mutées ou MSS (microsatellite stable). Nous avons testé deux outils bio-informatiques en accès libre : 
Human Splicing Finder [2] et CADD-Splice [3]. 

Les résultats expérimentaux montrent que la réduction de la taille du PyT entraîne une exclusion 
partielle de l’exon en aval dans l’ARN messager mature. HSF prédit une altération de la sélection du 
site d’épissage, notamment une activation d’un site accepteur cryptique. L’outil CADD-Splice classe 
les 4 évènements parmi les 10% les plus délétères au niveau du génome (score PHRED > 10). 

Les outils bio-informatiques prédisent donc bien une altération de l’épissage, résultant de l’absence 
d’une ou de plusieurs pyrimidines. En revanche, la conséquence principale n’est pas en accord avec les 
observations expérimentales : les sites cryptiques d’épissage sont majoritairement prédits, plutôt que 
les sauts d’exons, qui n’utilisent pas de sites cryptiques, mais les sites consensus introniques. Il est 
envisagé que la position exacte de chacune des pyrimidines au sein du PyT ne soit pas prise en compte 
de la même façon (n’ait pas le même poids) par les algorithmes de prédiction, en particulier relativement 
à la position du point de branchement ou du site accepteur AG. Une analyse étendue à d’autres mutations 
dans un ensemble d’autres gènes pourrait permettre d’évaluer  cette hypothèse plus en avant. 
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Oxford Nanopore technologies (ONT) have been used to rapidly produce accurate consensus-level 

sequence for SARS-CoV-2 genomic surveillance [1]. Because of elevated sequencing error rate, ONT 

have been poorly used to analyze within-host diversity of pathogens. Improvement in accuracy of ONT 

sequencing would allow better characterization of biological event including selection of resistance 

mutations, coinfection or recombination already observed with current NGS technologies [2,3]. 

 

In this study, we evaluated the three latest chemistries developed by ONT (Kit 10, Kit 12, Kit 14) 

compared with Illumina for minority variants analysis characterization. This analysis was performed on 

SARS-CoV-2 viral isolates, Delta (B.1.617.2) and Omicron (BA.1), mixed using different ratios [2] and 

sequenced using the Midnight amplicon protocol. Sequencing reads were analyzed using our in-house 

seqmet pipeline (https://github.com/genepii/seqmet) 

 

Preliminary results showed that the average number of minority variants (SNPs and indels) for all 

samples decreased from 350 for Kit10 to 89 and 81 for Kit 12 and Kit 14 while Illumina minority variants 

are 67. Average number of minority indels decreased by an average factor of 10 in Kit 10 compared to 

Kit 12 and 14. However, it remained twice the average number of indels of Illumina. Average accuracy 

increased 3-fold between Kit 10 and Kit 12-14. The average recall was similar for all ONT chemistries 

but lower than that of Illumina. 

 

The new ONT chemistries show an improvement in Nanopore technology usage for minority variants 

analysis. However, accuracy still needs to be enhanced in order to compete with Illumina technology. 

In future chemistry releases, ONT might be of great help to analyse minor haplotype or to unveil intra-

host population dynamics. 
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Résumé

In January 2021, the French government launched a national project of genomic surveil-
lance and research about SARS-CoV-2, called EMERGEN. The consortium relies on a net-
work of > 5000 sampling laboratories covering private medical laboratories and hospitals, and
55 sequencing laboratories equipped with Next Generation Sequencing (NGS) facilities. The
sequences and the metadata are collected on a national database (EMERGEN-DB) deployed
by the Institut Français de Bioinformatique (IFB), which provides access for surveillance and
research. The EMERGEN project produced > 740,000 full viral genomes from January 2021
to April 2023. This rapid involvement of many laboratories and the increase of sequencing
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capacities prompted the consortium to assess the quality of the sequencing results and vari-
ant assignment. Therefore, a formal External Quality Assessment (EQA) was performed to
quantify the performances of each sequencing laboratory, identify potential problems and
suggest paths to improve the performances of consortium laboratories.
This EQA was organised into two separate phases called ”challenges”, consisting of thirteen
inactivated SARS-CoV-2 and two negative samples in total. ”Challenge 1” aimed at assess-
ing laboratory capability in robust sample sequencing and lineage assignment for 7 samples
containing one different variant each, while ”Challenge 2” focused on evaluating laboratories
efficiency in detecting complex viral situations, such as co-infections and recombinants.

Participating laboratories (45 French and 3 international reference labs) were assessed on
the following criteria: (A) Transmission of the requested files; (B) Quality of the sequencing;
(C) Consensus genome conformity; (D) Mutation call conformity and (E) Variant name con-
formity. Some of the quantitative scores were then used to compute three-level qualitative
indicators (”Excellent”, ”Good” or ”Needs improvement”). For most of these indicators, a
large proportion of submissions obtained ”Excellent” or ”Good” labels. However, for the
second challenge many laboratories encountered difficulties in viral lineage assignment, sug-
gesting that these laboratories need to improve their co-infections and recombinant detection
protocols.

The EQA enabled the evaluation of technical, analytical and reporting processes for the
laboratories involved in French molecular surveillance of SARS-CoV-2 variants and it con-
tributed to its enhancement. Procedure and workflows developed for this EQA will be
adapted for future similar EQAs and for running a systematic quality control on all data
submitted to EMERGEN-DB. This will provide regular feedback, monitor the evolution of
the consortium performances and promote a continuous improvement of the quality.
Funding: this EQA was funded by ECDC/HERA/2021/007 ECD.12221; IFB is funded by
the Programme d’Investissements d’Avenir (PIA), grant ANR-11-INBS-0013 and by the
EMERGEN grant from Santé publique France.

Mots-Clés: external quality assessment, SARS, CoV, 2, COVID, 19, genomic surveillance
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Dinoflagellates are one of the most abundant and functionally diverse groups of microbial eukaryotes.
They  exhibit  remarkable  molecular  features  including  gigabase-sized  nuclear  genomes,  permanently
condensed  chromosomes,  and  a  10-fold  lower  ratio  of  protein  to  DNA than  other  eukaryotic  species.
Genomic and transcriptomic studies from the last decade based on cultivated dinoflagellates confirmed their
remarkable sequence divergence and complexity. They revealed millions of « dark » proteins, i.e., proteins
that have no significant  similarity to any known sequences, and that are functionally unknown [1].

In this context, we developed a new methodology allowing the functional and structural analysis of protein
sequences from dinoflagellate transcriptomes and genomes. We start with a classical functional annotation
with InterProScan [2]. We then build sequence similarity networks based on Diamond pairwise alignments in
order to create sequence clusters that are connected components  [3]. The optimal parameters of e-value,
sequence alignment overlap and sequences identity were determined based on maximising the number of
large components while having a high functional homogeneity score depending on Pfam annotations. Our
goal is to delineate components which share sequences with similar molecular function [4]–[6]. Moreover, as
structure is more conserved than sequence we predict the 3rd structure of the sequences using the last deep
learning based programs, in order to also maximise structural homogeneity structure within each component
and to further functionally annotate sequences [7]. 

Our  pipeline  targets  the  functional  exploration  of  a  genomically  hyperdiverse  lineage  of  non  model
eukaryotes. It aims at providing the baselines for future investigations on the metabolism, the physiology, the
ecology as well as the evolution of these successful micro-organisms. Moreover, we also hope to find new
protein folds that are absent from the databases.
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1Agroécologie, génétique et systèmes d’élevage tropicaux – Institut National de Recherche pour

l’Agriculture, l’Alimentation et l’Environnement – France
2Institut National de la Recherche Agronomique de Tunisie – Tunisie
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Résumé

Multiple admixture events have shaped the genome of the Creole cattle breed from Guade-
loupe (GUA) since the first time of the colonization. This breed is well adapted to the
tropical environment. Through whole genome sequencing of 23 male individual representa-
tive of the population and comparisons with publicly available genomes of . 99 individuals
from 25 populations across the world, we present a comprehensive characterization of the
genomic variation in the GUA population. In total, 17,228,983 single nucleotide polymor-
phisms (SNPs), and 32821 ascertained SV defining 15258 regions, representing ˜ 17% of
the genome were detected. We confirm the higher level african taurine (35%) and indicine
zebu (36%) ancestries, compared to the European ancestry (29 %), and we highlight the
African origin of indicine ancestry, through migration. Signature of selection studied on the
SNP panel, and functional analysis of the structural variants identified, highlighted various
regions bearing genes with potential adaptive roles in relation to immunity, thermotolerance
and physical activity, in particular with the traditional use of oxen for draught. Findings
from this study provide insight into the genetic mechanisms associated with resilience traits
in livestock in tropical production systems.

Mots-Clés: whole genome sequencing, cattle, adaptive traits, tropics
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C1 compound degradation by microorganisms is required in the carbon cycles of various ecosystems, and 
in case of anthropogenic C1 pollutants, a sustainable means for biological decontamination of polluted sites. 
Dichloromethane (DCM, CH2Cl2), a toxic chlorinated C1 solvent used in industry worldwide, can be degraded 
by the bacterium Methylobacterium extorquens DM4. When strain DM4 grows using DCM, chloride ions, 
protons and the genotoxic transient metabolite S-chloromethyl-glutathione are produced, with subsequent 
intracellular high chloride concentration, pH drop [1], and DNA adducts [2]. The molecular basis of the 
adaptive response to these multiple stresses is still poorly understood. 

We compared the stress-coping strategies in this bacterium grown with DCM and with the unchlorinated C1 
compound methanol (CH3OH), using hyper saturated transposon insertion mutagenesis along strain DM4 
6Mb-long genome. Around 2 million mutants grown with either methanol or DCM were obtained. Only 
mutants with insertions in non-essential genes were viable; these mutants had multiple insertion events along 
their genes. Transposon/genome junctions were amplified by semi arbitrary PCR from the mutant libraries and 
sequenced (Illumina 2x150bp reads). Insertion sites were mapped with TRANSIT [3], giving mean raw 
insertion densities of one every 13.6 nt for DCM and one every 12.1 nt for methanol. Then, with a custom 
Python script, insertions sites were filtered (according to the criteria presented in the poster), and insertion site 
distribution for each CDS was analysed. The largest uninterrupted ORF was computed for each CDS. A Z score 
reflecting the relative insertion density between the two growth conditions was calculated. Three categories of 
required genes were defined (adapted from [4]): “essential” genes had no insertions in at least 80% of their 
CDS; “domain-essential” genes had an uninterrupted frame between 50% and 80%; and “fitness Z” genes 
displayed an absolute Z score over 10. All other genes were classified as “non-essential”. 

Of a total of 6,080 genes, 393 genes were required for growth with DCM, 197 with methanol and 1,159 
required with both C1 compounds. User friendly-interactive figures show insertion sites along the genome, 
gene essentiality, CDS annotation and orientation, and recently experimentally-determined transcription start 
sites [5]. The “essential” analysis Python script and the data visualisation process will be published to aid 
future studies. We are analysing the newly-discovered required genes to confirm their essential role in the 
adaptive response to growth with DCM. 
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Despite its indolent nature, follicular lymphoma (FL), the second most common
B-cell  blood  cancer  in  adults,  remains  a  significant  clinical  burden,  as  the
majority of patients relapse or transform into an aggressive lymphoma with
poor  prognosis.  We  currently  lack  an  understanding  of  the  molecular
mechanisms  that  support  abnormal  FL  cell  proliferation/survival  and  of  the
heterogeneity  of  response to  therapy.  Among the cutting-edge technologies
that have emerged in recent years, genome-wide loss-of-function CRISPR-Cas9
screens have become a powerful tool to reveal mechanisms of cell proliferation
and survival. Here, we performed CRISPR screens on 10 human transformed FL
cell lines using the genome-wide Brunello CRISPR library (4 sgRNA/gene, 77441
sgRNAs) and measured sgRNA abundance over 3 weeks of culture using NGS.
We established an integrative analysis workflow, CRISPY, using Mageck (Model-
based Analysis of Genome-wide CRISPR-Cas9 Knockout), CrisprCleanR and in-
house pipelines for co-essentiality analysis. CRISPY provides a scoring metrics
(Beta-score) for each gene allowing us to identify genes that are important for
cell survival or proliferation and may represent potential therapeutic targets.
The  workflow  is  instrumental  in  determining  the  cellular  dependencies  of
different tumoral cell lines in order to identify new drug targets.  Comparison
between genetically heterogeneous lymphoma cell lines allowed us to identify
context-specific  dependencies  associated  with  genetic  mutations  (e.g. BCL2
apoptotic pathway or EZH2 Polycomb repressive complex, often mutated in FL),
as  well  as  recurrent  dependencies  across  cell  lines  (e.g. the  PI3K/SYK/AKT
pathway).  We also  deployed a  strategy  to  map functionally  related  sets  of
genes using co-dependency analysis of gene essentiality profiles. As expected,
we uncovered known gene relationships such as the EZH2/SUZ12/EED complex
and revealed novel gene relationships that we are exploring functionally. This
integrative study has generated a large dataset of gene essentiality in B-cell
lymphomas that we are currently validating helping us to suggest new effective
targeted therapies.
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Autosomal dominant polycystic kidney disease (ADPKD) is the most common inherited kidney 

disease, with an estimated prevalence of 1/1000 to 1/2500 individuals. It is characterized by the 

development of multiple cysts in the renal parenchyma, leading to the progressive loss of renal function. 

ADPKD is mainly caused by pathogenic variants of the PKD1 and PKD2 genes involved in 

approximately 75% and 15% of cases, respectively. PKD1 and PKD2 encode polycystin 1 (PC1) and 2 

(PC2), both membrane glycoproteins functionally expressed as a complex at the primary cilium of 

epithelial cells. In addition to renal phenotypes and hypertension, affected individuals may have 

extrarenal manifestations, including vascular phenotypes, the most common and severe of which is the 

development of intracranial aneurysms (IA). The prevalence of IA is five times higher in the ADPKD 

population than in the general population, with estimates ranging from 9 to 12%. The only risk factor 

for IA identified in ADPKD is a family history of IA, with a prevalence of 22% in patients with a family 

risk of IA, compared with 6% to 8% in the absence of a family history. The high expression of PC1 and 

PC2 in vascular smooth muscle tissue and endothelium and a susceptibility to develop aneurysms in 

PKD1 and PKD2 KO mouse models suggest the involvement of this dysfunctional polycystin complex 

in these vascular lesions. However, despite strong familial clustering of IA cases in some ADPKD 

pedigrees, intrafamilial variability can also be observed between side branches of some pedigrees 

leading to the suggestion of strong modifier genes in these vascular phenotypes. To date, no genetic 

factors associated with the development of IA have been identified in the polycystic population.  

For this purpose, a large cohort (GENOVAS) of approximately 250 unrelated european ancestry 

patients with ADPKD and IA was sequenced by Whole Exome Sequencing (WES). Despite the fact that 

the PKD1 gene is known to be difficult to capture, analysis of the WES data retrieved 77% of the known 

causal variants. The remaining causal variants were mostly found in alignment files but not called due 

to low read depth. More than 20 additional causal variants were also identified. Analysis of the location 

and type of PKD1 and PKD2 variants did not reveal any association with aneurysm occurrence. To 

identify candidate modifier genes, a gene-based burden test approach was used by comparing our large 

predominantly french GENOVAS cohort with ADPKD and severe IA with the french FrEx and/or 

european 1000Genomes control cohorts. These analyses are still in progress. Familial analysis could 

also be performed on several WES sequenced informative pedigrees linked to our cohort that are 

composed of individuals with ADPKD with or without IA. 

The main objective of our study is therefore to identify the genetic factors that influence the 

development of IA in ADPKD patients in order to improve the pre-symptomatic screening strategy for 

IA and eventually allow the development of specific therapeutic strategies. 
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MicroRNAs are one of the latest major breakthroughs in the realm of genetics/genomics, along with
other non-coding RNAs which allowed the scientific community to further disprove the junk DNA
hypothesis. They are known to repress gene expression but can also play a role in gene up-regulation
by linking to promoters [1]. Beyond gene regulation, miRNAs have also been found to be able to be
excreted in vesicles as well as to interact with cellular receptors [2]. With these many roles, one would
expect to find refined tools able to predict and annotate miRNAs genome-wide with high confidence.
This is sadly not the case, especially in non-model species such as chicken and pig. In the absence of a
consensus method, we have selected three annotation tools that were not previously benchmarked
together: the mirdeep2 [3] and mirdentify [4] heuristic tools and the graph-based and machine
learning BrumiR suite [5]. Those tools have been run on the GENE-SWitCH (GS) chicken and pig
small RNA-seq data, focusing first on the four experiments of a single tissue and developmental stage
(liver, newborn). The results of each tool were post-processed to output a set of known (based on
homology with mirBase miRNAs) and novel miRNAs, that were further compared between tools.
We have found that mirdentify was the most conservative tool (289 and 279 miRNAs predicted in
chicken and pig respectively, of which 11 and 53 were novel) and BrumiR the least conservative
(3305 and 3136 miRNAs predicted in chicken and pig respectively, of which 3043 and 2840 were
novel), with mirdeep2 lying in the middle (342 and 297 miRNAs predicted in chicken and pig
respectively, of which 484 and 840 were novel). In terms of intersection, a relatively small % of
known miRNAs were predicted by the three tools (16,3% and 35,4%), and no novel miRNA was
predicted simultaneously by the three tools. We also found that mirdentify and mirdeep2 were
globally more similar to each other. Predicted miRNA sizes were also much larger for BrumiR than
for mirdentify and mirdeep2 (mean size of 108 bp compared to 81 and 62 for mirdentify and
mirdeep2). In terms of resources needed, Brumir was the fastest when testing on one tissue/stage
but did not scale well and was overall too resource demanding in terms of RAM (+150G) on all GS
experiments. The three tools overall vary in terms of sensibility, output formats, computational
resources and ease of use, and the results produced only offer a partial overlap. However, intersecting
the results of multiple tools should allow to confidently annotate novel miRNAs using the full GS
dataset in the future.
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1 Contexte
De nombreuses  méthodes  de  modélisation  moléculaire  utilisent  des  bibliothèques  3D qui  discrétisent

l'espace conformationnel de molécules. Une approche classique pour les créer consiste à faire des clusters
des structures expérimentales extraites de bases de données,  et  sélectionner un point  par cluster  comme
prototype.  Pour  la  plupart  des  applications,  l'ensemble  des  prototypes  doit  satisfaire  deux  contraintes
contradictoires : être représentatif de toutes les conformations existantes (pour maximiser la précision des
modèles finaux) et être d'une cardinalité aussi petite que possible (pour éviter les explosions combinatoires).

2 Objectifs
A partir d'un ensemble de conformations 3D, nous voulons créer le plus petit ensemble de prototypes tel

que  chaque  conformation  soit  représentée,  i.e.  située  à moins  d’un  seuil  de  déviation  d’au  moins  un
prototype. Nous utilisons comme objet d’application un ensemble de structures de nucléotides d’ARN.

3 Méthodes
Notre problème correspond à l'inférence d'un ε-réseau de cardinalité minimale.

Ce problème général  d'optimisation combinatoire  est  NP-difficile et  manque de
méthodes dédiées. Cependant, des solutions réalisables sont dérivables, à un coût
négligeable,  des  dendrogrammes  obtenus  par  classification  agglomérative
hiérarchique (CAH). Mais les linkage (condition de fusion de 2 clusters) classiques
sont inégalement adaptées à la tâche. Nous avons développé le algorithme CAH
radius basé  sur  le  calcul  de  boule  minimale  englobante (plus  petite  boule  qui
comprend les  points  d'un cluster)  [1],  qui  nécessite  un espace euclidien ou un noyau.  La  RMSD après
superposition n'étant pas une distance (pas d'inégalité triangulaire), nous l’adaptons aux structures 3D par
superpositions itératives et calculs de bornes. Nous arrêtons l'agglomération lorsque le rayon de la boule
suivante est supérieur au seuil de déviation, puis nous créons le centre de chaque boule comme prototype. 

4 Résultats
 Nous avons d’abord effectué un test théorique sur un benchmark classique d'images de visages, et avons

produit des ε-réseau plus petits que tous les algorithmes CAH courants. Ensuite, dans le contexte du docking
par fragments d'ARN, nous l'avons appliqué aux structures 3D de trinucléotides (~20 000 par séquence)
extraites des complexes protéine-ARN de la PDB. Nous avons obtenu 566 à 1012 prototypes par séquence
d'ARN avec un seuil  de 1A de RMSD, soit  une réduction d'un facteur 4 à 5 par  rapport  au clustering
conventionnel  starshape qui conserve le point central de chaque cluster comme prototype. Cela a permis
d'accélérer d’autant les calculs de docking sans diminuer la précision des poses.  

5 Conclusion
Notre approche permet la création de bibliothèques 3D de cardinalité minimale pour une précision donnée.
est applicable à tout ensemble de conformations 3D d’une molécule. 
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B-cell epitope prediction on HLA antigens using molecular

dynamics simulation data

 In the context of organ transplantation, unexpected production by the recipient of antibodies against donor-
specific HLA antigens is the main reason for transplant loss. Thus, it is necessary to better predict B-cell epitopes*
on HLA antigens in order to improve the donor-recipient matching step from a structural point of view. Although
there  are  currently  multiple  tools  that  predict  B-cell  epitopes,  none  have  shown satisfactory  results  on  HLA
antigens. This may be explained by the limited availability of HLA-antibody complex structures in the PDB [1].
Here we present a method that relies on an unprecedented dataset of short molecular dynamics (MD) simulations
of 207 HLA antigens.  We use hydrophobic properties, electrostatic charges, flexibility and solvent accessibility as
descriptors  calculated  on  patches  sampled  from  MD  trajectories.  To  overcome  the  lack  of  HLA-antibody
complexes in the PDB, we leverage confirmed eplets from the HLA Eplet Registry database [2] as "ground truth"
to train an Extremely Randomized Trees [3] machine learning model. This model outperforms state-of-the-art tools
for B-cell epitope prediction on HLA antigens, such as DiscoTope 3.0 [4]. These results suggest the interest in
using MD simulation data for the challenging task of epitope prediction.

*A B-cell epitope refers to the binding site of an antibody on the surface of the antigen.

References

[1] wwPDB consortium, « Protein Data Bank: the single global archive for 3D macromolecular structure data »,
Nucleic Acids Research, vol. 47, no D1, p. D520-D528, janv. 2019, doi: 10.1093/nar/gky949.

 [2] R. J. Duquesnoy et al., « Second update of the International Registry of HLA Epitopes. I. The HLA-ABC
Epitope  Database  »,  Human  Immunology,  vol.  80,  no 2,  p.  103-106,  févr.  2019,  doi:
10.1016/j.humimm.2018.11.007.

[3] P. Geurts, D. Ernst, et L. Wehenkel, « Extremely randomized trees », Mach Learn, vol. 63, nᵒ 1, p. 3-42, avr.
2006, doi: 10.1007/s10994-006-6226-1.

[4] M. H. Høie et al., « DiscoTope-3.0 - Improved B-cell epitope prediction using AlphaFold2 modeling and
inverse  folding  latent  representations  ».  bioRxiv,  p.  2023.02.05.527174,  5  février  2023.  doi:
10.1101/2023.02.05.527174. https://services.healthtech.dtu.dk/services/DiscoTope-3.0/

243



Comparative analysis of topologically associating domains -TAD- callers 

Flavian Rique*1, Florence Glibert1, Cécile Dulary1, Olivier Alibert1$, Sophie Chantalat1$ 

*first author 

$corresponding authors 

1 Functional Genomics Laboratory, National Center of Human Genomics Research,  
François Jacob Institute of biology, CEA 

 

In eukaryotic cells, chromatin adopts distinct three-dimensional (3D) topologies in the nucleus, 

which are essential for genome functionality. In human cells, chromosomes are organized in 

territories and folded into compartments, inside which the chromatin is organized in large 

domains called topologically associating domains (TADs). TADs have been described as 

chromatin regions that interact more frequently within themselves than among each other. At 

deeper resolution, chromatin regions can form loops, which can bring into close proximity 

genomic sites, including regulatory regions such as promoters and enhancers. These different 

layers of chromatin organization are important in modulating gene expression, and in turn, 

altered structures can play a role in developing diseases. For example, modifications in TAD 

boundaries have been linked to genetic diseases and cancers, supporting their importance to 

maintain the genome functionality. We investigate the spatial genome organization and its 

impact on transcription during physiological and pathological processes by Hi-C, a high-

throughput approach derived from chromosome conformation capture. Comparison of 

chromatin organization between different conditions (normal vs. pathological) could allow us 

to highlight deregulated regulatory networks governing transcriptional programs which could 

potentially have a critical role in the development of the disease.  

Dozens of computational tools have been developed to identify TADs and their boundaries. 

However, a study published in 2018 showed that these tools significantly differ from each other 

in terms of performance and robustness. Importantly, they also display significant differences 

in their outputs. This lack of concordance led us to explore recent alternative methods, 

proposed in Cooltools and fanc pipelines, in order to see if they can outperform the previous 

ones. We include TopDom tool, which was the top-scoring method in the published comparison 

study.  We found that the method proposed by Cooltools identify a larger number of TADs. 

Importantly, we also showed that the TAD boundaries identified by Cooltools method were 

more frequently enriched in either CTCF, Smc3 and Rad21, three proteins known to be 

required for TAD boundary formation. 
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Platelets are small anucleated blood cells playing an essential role in blood clotting. A dramatic decreasein platelets concentration coming from accidents or diseases leads to thrombocytopenia requiring atransfusion for recovery. In human, the average lifespan of platelets is 10 days. This lifespan is under thecontrol of 2 antagonist Bcl-2 family members: Bcl-xL for their survival and Bak for their death [1]. It istherefore essential to understand how Bcl-xL/Bak interact and how their split alter platelet life. One of ourgoals is to understand how these proteins interact to help extending their lifespan,.
Bcl-xL undergoes two time-dependent modifications, called deamidations, that are first markers of agingbut can also play a key role in the disengagement process of Bak from Bcl-xL [2,3]. These deamidationsoccur on asparagines 52 and 66 and can be repaired or rearranges spontaneously into aspartate and iso-aspartate. The study of Iso-Aspartate is a challenge in cellulo because these residues, called “non-natural”amino acids, cannot be encoded in proteins from DNA. In order to observe the impact of deamidations thatleads to Iso-Aspartate, computational biology is a well-suited method.
We used Molecular Dynamics simulations to study these deamidation processes alone and in tandemto : (i) determine the conformation of Bcl-xL inserted into the mitochondrial outer membrane, (ii) study theconsequences of the two deamidations on the conformation of the Intrinsically Disordered Region of Bcl-xL, which is known to be very flexible. We will present our recent advances on the impact of remote post-translational modifications on Bcl-xL structure, and how this can alter BAK recognition.
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Abstract

Targeting of mRNA molecules to axons and dendrites plays a crucial role in neuron function,
as it allows for local protein synthesis and quick changes in the synaptic proteome in
response to neuronal stimulation. Our work aims to characterize the population of mRNAs
specifically enriched at synapses, and at investigating the regulation and function of mRNA
localization in vivo, using Drosophila as a model system. To this end, our team successfully
isolated the synaptic content of adult Drosophila brain synapses, using optimized
synaptosome isolation procedures. High-throughput sequencing and differential expression
analysis between isolated synaptosomes and cell-body enriched fractions revealed that
hundreds of mRNA species are enriched in synaptic fractions, and that these mRNAs code
for various protein classes, including proteins that play a crucial role in shaping the structure
and function of the synapse. To characterize the mechanisms underlying mRNA localization,
we investigated the function of IMP, a conserved RNA Binding Protein (RBP) that promotes
the transport of mRNAs in specific neuronal populations via its prion-like domain (PLD). We
performed iCLIP-seq analysis, which allowed us to identify the RNA sequences directly
bound by IMP and to compare the binding profile of Imp and IMP-dPLD. Our analysis of
mRNA binding profiles as well as preferred motifs recognized by IMP will be
presented.Taken together, these findings have uncovered mRNA populations enriched in
synaptosomes as compared to the cell body and are starting to unravel the mechanisms
involved in this process.
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One of the emerging field of synthetic biology is the development of non-living biomachines (NLB),
artificial cells programmed to perform specific computations. NLB are composed of biological compo-
nents encapsulated in a vesicle but are not alive since they have neither DNA nor replication machinery.
They are frequently used in noisy biological environments but the lipid bi-layer of the membrane allow
a fine control of the internal environment.

NLB have a wide range of applications; one of them is in medical diagnosis [1]. The clinical
decision algorithm [2], used to perform diagnosis, is composed by multiplexed biomarker detections and
revelations. NLB can be programmed to implement those detections and processing simultaneously
several biomarkers to return an integrated response by producing an easily measurable and/or visible
component – a readout.

It is possible to formalize a clinical decision algorithm into a logical function with Boolean func-
tions. Biological implementation of logic gates exist in nature and can be found in transcriptional
regulation network [3], as well as in metabolic and signaling networks or can be implemented with
artificial enzymatic networks [4] or with artificial designed DNA [5]. Enzymatic calculation offers
faster computation time than DNA and avoids the transcriptional / translational machinery needed
by genetic logic gates.

The design of the artificial enzymatic networks is time consuming, considering the time to search
for enzymatic reactions in databases (KEGG, BRENDA . . . ) and the time to build implementations.
Two tools developed to facilitate these steps are presented. The first one extracts enzymatic reactions
from a list of known reactions or reactions fetched from databases, choosing those that can connect
biomarkers of interest to a desired readout. The second tool builds enzymatic implementations of the
clinical decision algorithm by assembling the enzymatic reactions selected with the first tool.
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Comparative analysis of Genome-Scale Metabolic Networks (GSMNs) may yield important information on
the biology, evolution, and adaptation of species [1]. However, it is impeded by the high heterogeneity of the
quality and completeness of structural and functional genome annotations, which may bias the results of such
comparisons [2]. To address this issue, we developed AuCoMe – a pipeline to automatically reconstruct
homogeneous GSMNs from a heterogeneous set of annotated genomes without discarding available manual
annotations [3]. We tested AuCoMe with three datasets, one bacterial, one fungal, and one algal, and
demonstrated that it successfully reduces technical biases while capturing the metabolic specificities of each
organism [4]. Our results also point out shared and diverging metabolic traits among evolutionarily distant
algae, underlining the potential of AuCoMe to accelerate the broad exploration of metabolic evolution across
the tree of life.
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Hydrogen production is a major challenge for the development of renewable energy sources. The use of 
microorganisms, such as Desulfovibrio vulgaris Hildenborough (DvH) and Clostridium acetobutylicum 
ATCC824 (Cac), can generate hydrogen without relying on fossil fuels [1]. Studies have shown that these two 
strains, when in physical contact, produce more hydrogen than when separated by a membrane [2]. However, 
the mechanisms of exchange between these organisms remain poorly understood, and their culture and analysis 
are complicated by their anaerobic nature and low concentrations. 

To identify the metabolites responsible for the overproduction of hydrogen in this consortium, we developed 
a constraint-based metabolomic model (GSM) and simulated intracellular metabolic fluxes using a multi-
objective modeling tool [3]. We analyzed each potentially exchanged metabolite and identified the one that 
leads to this overproduction of hydrogen. Our results suggest that electron exchanges between the two 
microorganisms are responsible for the enhanced hydrogen production, with an electron flux directed from 
Cac to DvH. The actors in these exchanges in our model would be the ferredoxins. This finding helps explain 
the observed overproduction of hydrogen and offers new perspectives for improving renewable energy 
production from microbial sources. Furthermore, understanding the molecular mechanisms underlying this 
phenomenon can pave the way for optimizing co-culture conditions and engineering microbial consortia 
tailored for efficient hydrogen production, ultimately contributing to a more sustainable energy landscape. 
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Mäılie Saint-Hilaire∗†1, Didier Plumain1, Catherine Adam2, Célia Joaquim Justo2,
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Résumé

La majeure partie des analyses chlordécone (CLD) sont réalisées en France Hexagonale.
Une des mesures du PNACIV (mesure R5) est la mise en place d’une plateforme analytique
au niveau local permettant le suivi de la CLD et de ses métabolites dans différentes matrices
d’intérêts. L’objectif étant de réduire les délais et coûts d’analyse mais aussi d’accrôıtre la
capacité, la sensibilité et la précision des analyses. L’Institut Pasteur de la Guadeloupe (IPG)
dispose d’un parc analytique et d’un personnel compétent pour mettre en place des outils
analytiques de mesure de la CLD. Un des objectifs de l’IPG était donc le développement et
la validation d’une méthode d’analyse de la CLD dans le sérum humain. Ce développement
a été financé par l’ARS de Guadeloupe. La mise en place de la méthode a été réalisée
en partenariat avec le LEAE-CART qui dispose d’une forte expérience sur l’analyse de la
CLD dans le sérum humain. L’IPG a donc développé une méthode de type QuEChERS-LC-
MS/MS pour l’analyse de la CLD dans le sérum humain. Cette nouvelle méthode rapide,
sensible et peu coûteuse a été comparée à la méthode du LEAE-CART utilisée en routine.
50 échantillons de volontaires ont été analysés entre le LEAE-CART et l’ l’IPG. A l’aide d’un
test statistique d’appariement des séries, aucune différence significative n’a été observée entre
les résultats des deux laboratoires. La méthode est en cours d’accréditation selon la norme
NF EN 15189. La limite de quantification est de 0.06 µg/L et cette méthode est actuellement
utilisée en routine pour le dosage de la CLD dans le sang de la population guadeloupéenne.
Cet outil analytique pourra aussi servir à différents projets de recherche autour de la santé
de la population guadeloupéenne.

Mots-Clés: chlordécone, plateforme analytique, serum humain, Guadeloupe
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In an initial study [1], we investigated the molecular relationships between vitamins A and D and
Congenital Anomalies of the Kidney and Urinary Tract (CAKUT). We performed an overlap analysis
between target genes of the vitamins and pathways related to CAKUT, and identified a significant
overlap between vitamin A target genes and CAKUT-related pathways.

In order to systematize and extend this approach, we created ODAMNet. ODAMNet is a Python
package aiming to study the molecular relationships between chemicals and rare disease pathways.
We implemented three complementary approaches. The first approach is an overlap analysis (aka
enrichment analysis). With this approach, we are looking for chemical target genes that are members
of rare disease pathways. The second approach explores these molecular relationships using an active
module identification approach. Indeed, the DOMINO tool [2] allows us to extract active modules
enriched in target genes from a biological network. Then, the active modules also significantly enriched
in rare disease pathways are selected. In the last approach, we measure network proximities between
chemical target genes and rare disease pathways. The multiXrank Python package [3] calculates these
proximities using a random walk with restart on a multilayer network. The multilayer network is
composed of both gene-gene and gene-disease interactions. The outputs scores help us to prioritize
diseases close to chemical target genes of interest.

In ODAMNet, by default the data are automatically retrieved from databases. Chemical tar-
get genes are fetched, using MeSH IDs, from the Comparative Toxicogenomics Database (CTD,
http://ctdbase.org/). Rare disease pathways are retrieved from WikiPathways (https://www.
wikipathways.org/). Biological networks can also be automatically downloaded from the Network
Data Exchange (NDEx, https://www.ndexbio.org/). This allows the users to perform their analyses
with up-to-date data. Importantly, the users can also provide their own target gene lists, pathways
of interest or biological networks. ODAMNet is indeed open to new hypotheses and input data, not
related to chemicals or rare disease. In addition, this feature makes the analyses reproducible and
allows the users to give a specific version of data.

To illustrate ODAMNet, we use vitamin A as a use-case. ODAMNet retrieved from CTD and
WikiPathways 2,143 vitamin A target genes and 104 rare disease pathways. We identified molecular
relationships between vitamin A target genes and rare disease pathways using the overlap analysis (28
pathways) and the active module identification (19 pathways) approaches. In the random walk with
restart approach, we selected the 20 best pathways based on their proximity scores. Some rare disease
pathways are identified as associated with vitamin A by only one of the three approaches but, overall,
more than 45% of the pathways were retrieved by multiple methods. Hence, ODAMNet exploratory
analysis allows hypotheses on the molecular relationship between vitamin A and rare diseases.
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In the French West Indies, chlordecone (CLD), an active ingredient in recalcitrant organochlorine pesticides, 

was used extensively to control the black banana weevil from 1971 to 1993, despite its ban in the United States 

since 1974. Currently, significant concentrations of CLD can still be measured in some soils of Guadeloupe 

and Martinique, especially in banana production areas [1]. Indeed, the complex bis-homocuba structure of 

CLD gives it a high stability, an important hydrophobicity and a strong affinity for the organic matter of the 

soil, making it particularly persistent at the environmental level. This long-term pollution of environmental 

compartments (soils, water resources, coastal zones) impacts local food production (vegetables, livestock and 

seafood), thus causing human health problems and social difficulties. However, despite the sanitary and social 

urgency, no remediation strategy has proven satisfactory so far. The ability of certain microbial communities 

to degrade CLD could provide an effective and environmentally friendly bioremediation alternative. A 

preliminary study of the biodegradability of CLD under anaerobic conditions was carried out for two mixed 

bacterial cultures, one developed by the BioZone laboratory (MC1) and known for its ability to degrade 

organochlorine compounds [2] and the other (MC2) derived from microcosms prepared under anaerobic 

conditions from contaminated soils of Guadeloupe and capable of degrading lindane [3,4]. The mixed 

anaerobic cultures were incubated with CLD and electron donors (ethanol and acetone). Kinetics of 

dechlorination of CLD under anaerobic conditions and concomitant production of its metabolites were 

performed by LC-MS.  

Reductive dechlorination of CLD under anaerobic conditions was observed in both mixed bacterial cultures. 

Degradation products of CLD, already identified in previous works [5-6] are detected. The major degradation 

product is pentachloroindene. Other metabolites, resulting from the opening of the cage structure of CLD 

Carboxylated -trichloroindene, and –pentachloroindene are as well detected in higher proportions in MC1, 

than in MC2. CLD could be quantified within both cultures. However, a research effort is still needed to obtain 

internal standards for the quantification of CLD metabolites.  
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Résumé

This project investigates the relationship between alternative splicing and histone post-
translational modifications during spermatogenesis. The impact of Dot1l gene knockout on
alternative splicing regulation is also examined. RNA-seq data from spermatocytes and sper-
matid cells were analyzed using rMATS and Whippet to detect alternative splicing events.
The results showed upregulation of alternative splicing in spermatocytes compared to sper-
matids, with intron retention showing an 81% increase in spermatocytes. The analysis of
ChIP-seq data revealed the presence of H3K27ac histone marks on intron-retaining tran-
scripts in spermatocytes.

Mots-Clés: RNA, seq, Alternative splicing, histone PTMs, H3K79 methylation, rMATS, Whippet,

ADLIN workspace
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Result reproducibility and practice standardisation is a common issue in the field of
bioacoustics, as well as science in general. Even between members of the same team,
programming languages or conventions can differ, making the reuse of a code tedious and
time-consuming, even for its original author. The collaborative project OSmOSE1 (Open
Science meets Ocean Sound Explorers), started in 2017 at ENSTA Bretagne (Brest,
France), aims to make progress on this issue in the field of underwater passive acoustic
monitoring. On the programming side, the OSmOSE team has developed several
specialized pipelines to structure data, generate spectrograms and automatically detect
biological signals of interest. Our code development process tries to stick at best with
F.A.I.R. principles. This includes the distribution of our codes as an open source python
package, the writing of a complete and detailed documentation and a test suite covering
most of the code. Our tools have also been made user-friendly with prefilled jupyter
notebooks for common cases, while being highly configurable for advanced users. It was
also made suitable to be run on the cluster Datarmor of IFREMER using the pbs job
management system. This current presentation provides details on the development of this
suite of tools, and illustrates benefits on different scientific use-cases in underwater passive
acoustic monitoring.

1 https://osmose.ifremer.fr/
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1. Contexte et Objectifs 

La production de génomes entiers dans le cadre du plan FMG2025 répond à deux objectifs : augmenter le taux 

diagnostic pour les patients et fournir des données de qualité pour la recherche. Pour satisfaire ce double-enjeu, 

la fiabilité des données produites est essentielle. Ainsi, pour limiter les biais techniques, le protocole initial de 

séquençage choisi pour les plateformes fut le WGS PCR Free à partir d’échantillons tumoraux cryopréservés 

(FF). Cependant, la majorité des échantillons tumoraux disponibles sont fixés et inclus en paraffine (FFPE). 

Les modifications chimiques apportées à l’ADN par la fixation peuvent entraîner une fragmentation aléatoire 

et une modification de séquence qui peuvent fausser la détection des variants et le nombre de copies du 

génome. C’est pourquoi le CRefIX, centre R&D du plan, a évalué les répercussions de la fixation des tissus 

tumoraux FFPE, comparé aux tissus FF, en séquençage WGS PCR-Free. L’objectif est de déterminer si ces 

modifications moléculaires de l’ADN ont un impact sur l’interprétation diagnostique finale.   

2. Matériels et Méthodes 

Quatre blocs miroirs (FF vs FFPE), et les PBMC associés, de patients atteints de cancer du poumon ont été 

séquencés avec le kit TruSeq DNA PCR-free d’Illumina sur NovaSeq 6000. Dans un soucis d’uniformité, les 

données ont été normalisées à 80X de profondeur de séquençage. La détection des variants somatiques est 

effectuée par Mutect2 (GATK v4.1.7.0), l’analyse des CNVs par FACETS (bioconductor/3.13), la détection 

des SVs par Manta (v1.0.3) et les statistiques/figures sont générées à l’aide du logiciel R (v4.1.1). 

3. Résultats et Discussion 

Le rendement des librairies FFPE est largement inférieur à celles des librairies FF mais leur quantité d’ADN 

reste suffisante pour le séquençage et leur qualité est équivalente. Seule l’homogénéité de couverture apparait 

comme déviante lors du contrôle qualité.  

Le processus de préparation des tissus FFPE génère des artéfacts de séquence qui sont interprétés à tort comme 

des mutations. Ces faux positifs sont présents lors de l’appel de variants et lors de l’analyse de variabilité du 

nombre de copies (CNAs).  Ces dommages semblent avoir une distribution aléatoire et uniforme sur le génome. 

Des mutations C>T sont retrouvées de façon prédominantes dans les SNVs spécifiques aux échantillons FFPE 

mais l’interprétation clinique finale du profil mutationnel n’est quant à lui pas impacté.  

Après analyse, les artéfacts de SNVs peuvent être corrigés en ayant une profondeur de lecture adéquate et en 

cohérence avec le pourcentage de cellularité. La nécessité de travailler à partir d’un tissu suffisamment riche 

en cellule tumorale (>=40%) et une profondeur minimale de 80X est requise. Un filtre sur la fréquence des 

variants (VAF) est aussi efficace et augmente le F1-score. Contrairement aux analyses de SNVs, la fiabilité de 

détection des gains et des pertes est remise en cause, le signal est perturbé par les grandes fluctuations du log2R 

dans le FFPE.  

4. Conclusion 

La fixation des tissus par le FFPE ne perturbe pas de façon majeure l’analyse biologique finale des variants et 

des SVs lorsque des filtres adéquats sont appliqués. Cependant, l’analyse des CNAs présente des discordances 

visibles, des investigations supplémentaires seront menées afin d’éclaircir ce phénomène.  

Le CRefIX bénéficie d’une aide du PIA-ANR dans le cadre du plan France 2030 (ANR-18-INBS-0001).  
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Transcriptomics has been extensively studied with short reads RNA-seq for the last decade. However, 
it can be limiting when studying complex transcriptomes such as those of polyploid organisms. High 
accuracy single molecule long-read isoform sequencing (Iso-Seq) opens new perspectives towards 
improving our knowledge of transcriptomes and alternative splicing [1]. The technology is based on 
PacBio sequencing and subreads alignment consensus for high accuracy. First promising studies were 
made for diploid or haploid organisms [2], but difficulties for polyploid organisms still need to be 
overcome. Indeed, auto-polyploids, resulting from whole genome duplication or allo-polyploids 
resulting from inter-species hybridization yield a set of genes in multiple copies that can be highly 
similar and particularly difficult to discriminate. 
Here, we propose a workflow for Iso-seq analysis adapted for polyploid organisms. As polyploid species 
model, we are using a plant parasitic nematode, Meloidogyne incognita, having a triploid genome as a 
result of two hybridization steps with two of the three copies being very similar [3]. Typical tools and 
pipelines tend to merge homeolog transcripts especially during a polishing step. As a consequence, high 
identity thresholds are necessary during all isoform alignment steps and polishing needs to be 
limited. This polyploid adapted iso-seq workflow (using isoseq3, minimap2, TAMA) [4,5,6] will 
improve the quality of genome annotation at the isoform level and will facilitate polyploid differential 
expression analysis. 
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Résumé

QuaDS is a bioinformatic pipeline written in Python 3. It is the Python 3 version to
the catdes R function from the FactoMineR package with some extras. The goal of this
pipeline is to obtain descriptive statistics and an interactive visualisation of different clusters
of individuals.

Mots-Clés: Clustering, R function to a Python one, descriptive statistics, interactive visualisations
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Motivation:

Small RNA refers to a class of RNA molecules that are typically less than 200 nucleotides in length. There
are  several  types  of  small  RNA,  some  of  the  most  well-documented  types  of  small  RNA includes:
microRNAs (miRNAs), small interfering RNAs (siRNAs), and piwi-interacting RNAs (piRNAs). They play
a key role in regulating gene expression, have been implicated in a variety of diseases.

Today, next-generation sequencing (NGS) has revolutionized our understanding of the field of small RNA
analysis, providing a powerful tool for identifying and quantifying small RNAs in a high-throughput and
cost-effective manner. 

However, small RNA analysis faces some challenges. For example, in mapping and quantification step, small
RNA sequences are often short and can map to multiple locations in the genome. This can make it difficult to
accurately align sequencing reads to a reference genome or to estimate the level of expression of a gene
given the number of reads that map to this gene. Accurately identifying differentially expressed small RNAs
can also be challenging, particularly when dealing with lowly expressed or lowly abundant small RNAs.

To the best of our knowledge, open-source pipelines use tools that don’t deal well with the multi-mapping
reads. The objective of this work is to develop a pipeline which could solve that problem in small RNA
analysis. 

Workflow:

The workflow management software used is Nextflow  [1] which is a powerful and flexible platform for
building and running reproducible and scalable computational pipelines for data analysis. The pipeline can
be used to analyze small RNA sequencing data obtained from organisms with reference genome. It takes a
sample sheet and FASTQ files as input, and perform quality control (QC), trimming, mapping, annotation,
and differential gene expression. It uses the following tools to map, quantify multi-mapping reads, and detect
differential expression of small RNAs such as srnaMapper [2], mmannot [3] , mmquant [4], and srnadiff [5]. 

Perspectives:

The  pipeline  will  be  sharing  publicly  at  https://github.com/phamhoanggiang262/srna-pipe.  The  current
pipeline is being benchmarked on plant data (Arabidopsis thaliana) (1 000 000 first reads of each sample).
Then, the pipeline will be tested on animal and human data. After that, because the pipeline is being created
under the nf-core guidelines, we hope that we will contribute to some modules of the nf-core (the community
of NextFlow) repository. Alternatively, the pipeline could be merged with the pipeline nf-core/smrnaseq. 

[1] P. Di Tommaso, M. Chatzou, E. W. Floden, P. P. Barja, E. Palumbo, and C. Notredame, “Nextflow enables 
reproducible computational workflows,” Nat. Biotechnol., vol. 35, no. 4, pp. 316–319, Apr. 2017, doi: 
10.1038/nbt.3820.

[2] M. Zytnicki and C. Gaspin, “srnaMapper: an optimal mapping tool for sRNA-Seq reads,” BMC Bioinformatics, 
vol. 23, no. 1, p. 495, Nov. 2022, doi: 10.1186/s12859-022-05048-4.

[3] M. Zytnicki and C. Gaspin, “mmannot: How to improve small-RNA annotation?,” PloS One, vol. 15, no. 5, p. 
e0231738, 2020, doi: 10.1371/journal.pone.0231738.

[4] M. Zytnicki, “mmquant: how to count multi-mapping reads?,” BMC Bioinformatics, vol. 18, no. 1, p. 411, Sep. 
2017, doi: 10.1186/s12859-017-1816-4.

[5] M. Zytnicki and I. González, “Finding differentially expressed sRNA-Seq regions with srnadiff,” PloS One, vol. 
16, no. 8, p. e0256196, 2021, doi: 10.1371/journal.pone.0256196.
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Protein kinases are a family of proteins typically involved in signal transduction, allowing organisms to
detect and respond to biotic or abiotic environmental change [1]. Kinases contain conserved domains,
thought to be homologous from bacteria to humans. Given their important role in organismal physiology,
including acclimation to environmental conditions, identifying the kinome of any organism could be useful.
An increasing availability of genomes makes it possible to examine and compare the complement of protein
kinases across organisms throughout the tree of life.

In this context, the objective of the work is to develop a pipeline respecting the FAIR principles (findable,
accessible, interoperable and reusable) in order to search, classify and determine the phylogeny of the protein
kinases of any organism from its proteome (predicted from genome annotation). The first step of this pipeline
is to identify protein kinases among the proteome and separate the "conventional" eukaryotic protein kinases
(ePKs) from "atypical" protein kinases (aPKs) using Hidden Markov Models (HMMs), generated from the
catalytic domains of known kinases from H. sapiens, D. melanogaster and C. elegans (Kinbase). The second
step further classified ePKs into eight families based on sequence similarity of catalytic domains. In order to
achieve this classification, a library containing one HMM for each kinase sub-family [2] was used against the
ePKs identified in the previous step. Once these ePKs have been classified a phylogenetic analysis is carried
out.

KiNext was first validated on the predicted proteome of Crassostrea gigas [3] and Ostreoccocus tauri [4],
organisms for which a kinome had previously been compiled. The pipeline recovered all kinases previously
identified for this species, and included 10 additional kinases. Then, it was also used on the newly acquired
genome of the honeycomb worm Sabellaria alveolata [5][6]. Identifying and classifying the kinomes of
marine organisms from different habitats will allow comparison of how these families are related (in number,
isoforms and expression through transcriptomes) to the lifestyle of the species, whether it is subtidal,
intertidal, temperate or tropical. By increasing the number of marine species for which the genome is
available, this work will allow us to compare a large number of kinomes between species and to have a better
understanding of the nature of the biological responses that would be impacted by climate change such as
global warming or ocean acidification.
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To make the process of transcriptomics data easier, and to guarantee the reproducibility of the
analyses, we have developed AskoR, which is an R tool to achieve a suite of statistical analyses and
graphical outputs from gene expression data obtained by high-throughput sequencing (RNA-seq).
From raw counts generated by mapping and counting tools, it allows to filter and normalize data,
to check the consistency of samples, to perform differential expression tests, to execute GO-term and
KEGG enrichments, and to define co-expression clusters corresponding to expression patterns between
experimental conditions. The edgeR package [1] was chosen for differential expression analyses, topGO
[2] for GO-term enrichments and coseq [3,4] for co-expression clusters identification. DiffGraph [5] and
igraph [6] packages are actually tested to improve AskoR tool with gene network analyses. Users can
define a large number of parameters (about 60) as, for example, significance thresholds for statistical
tests, algorithms for each tool or the generation of specific graphs. The tool has the advantage of being
flexible : on the one hand, novices users can apply the default parameters defined on the basis of those
commonly used, and on the other hand, experienced users can go further in the analyses by adapting
these settings. All analysis steps automatically and quickly generate a large number of tables and
figures in an output folder as summary tables for each step, expression heatmaps, volcano-plots, Venn
diagrams or Upset graphs (less than 25 minutes for 16 transcriptomes and 20,000 genes). AskoR can
therefore be used to analyze gene expression from RNA-seq experiments but can also be extrapolated
to SmallRNA-seq or metagenomics data, as well as any other experiment that leads to the generation
of a count table (excepted enrichment analyses). Finally, the tool produces outputs compatible with
the AskOmics tool [7] developed to integrate complex data.

AskoR can be downloaded from Askomics GitHub (https://github.com/askomics/askoR) and
used in your R environment or is directly accessible via the national scale Galaxy server hosted by the
IFB (https://usegalaxy.fr/). It is planned to make it available on CRAN.
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ABSTRACT 
Lower Respiratory Infections (LRI) are a major cause of mortality and morbidity in Haiti, particularly among
children  and  older  adults.  Additionally,  the  rise  of  Antimicrobial  Resistance  (AMR)  has  made  the
management  of  LRIs  more  challenging  and  has  increased  the  need  for  rapid,  accurate,  and  affordable
diagnostic methods. Results from traditional microbiology can take several days, and many pathogens will
not  grow  on  laboratory  media.  The  results  are  also  seldom  useful  for  clinical  diagnosis  of  microbial
resistance. The need for accurate and early pathogen identification extends beyond LRI. It covers cases of
emergency sepsis, site infection in cases of surgeries, monitoring of intervention against diseases such as
diphtheria or malaria and more. High throughput sequencing offers a solution by using DNA as a fingerprint
to identify pathogens and polymicrobial infections. Identification of genes for antimicrobial resistance can
support doctors in prescribing the effective medication and also limiting the risk of increasing antimicrobial
resistance. 

Once out of reach, advances in sequencing technology have significantly reduced associated costs and
have  rendered  improved  diagnostics  in  developing  countries  a  possibility.  The  MinION  is  a  portable
sequencer that has been used in many different environments such as real-time surveillance of the Ebola
virus, sequencing of DNA in space, monitoring of  Salmonella in food, and many other applications. This
project is informed by  existing and publically available protocols. The project will aim to improve extraction
capacity through low-cost polymeric ionic liquid coupled with zirconia bead beating to eliminate the need for
costly  and  at  times  toxic  extraction  kits.  It  will  use  digestive  enzymes  and  PCR  to  amplify  signals.
Additionally, it will seek to  improve the capacity for offsite analysis through the integration of a portable,
low-cost raspberry pi supercomputer for data analysis.  

In conclusion, the project will demonstrate the potential of a sensitive, robust and low-cost protocol in
improving patient outcome through rapid diagnosis for LRI. 
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Executive Summary

Background and Context: Lower Respiratory Infections (LRI) and Antimicrobial Resistance (AMR) pose
significant challenges in Haiti, particularly for vulnerable populations. Current diagnostic methods are
time-consuming and often fail to identify resistant strains. Advances in sequencing technology offer a
solution by using DNA as a fingerprint for pathogen identification. This project aims to develop an
accurate, affordable, and accessible diagnostic method for LRI and AMR in Haiti.

Objectives:
1. Develop a diagnostic method for LRI that detects both the infection and resistance mechanisms in a

single test.
2. Improve patient management by providing timely and accurate results.
3. Increase availability and accessibility of the diagnostic method.
4. Disseminate findings and impact on healthcare.

Method Development:
1. Collect sputum samples from patients with suspected LRI.
2. Deplete host DNA and purify the sample matrix.
3. Enrich microbial DNA using bead beating.
4. Extract DNA using cost-effective and rapid protocols and compare to standard method.
5. Perform PCR and sequencing using ONT's MinION and Flongle.
6. Analyze data using real-time software and optimize computational performance.
7. Identify resistance mechanisms through targeted gene analysis.

Validation:
1. Validate the diagnostic method using archived samples and mock bacterial samples.
2. Evaluate sensitivity, specificity, and predictive values.
3. Develop a validation plan, train lab personnel, and ensure ethical compliance.
4. Establish data management and sharing protocols.
5. Review with local authorities and seek regulatory approval.

Scaling up and Sustainability:
1. Develop a plan for long-term sustainability.
2. Explore financing options and partnerships for widespread availability.
3. Monitor and evaluate the diagnostic method's performance and maintenance.
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Chronic Lymphocytic Leukemia (CLL) is the abnormal proliferation of small, mature B cells 

in lymphoid tissues, blood, and the bone marrow. CLL is a slow-progressive often asymptomatic disease 

manageable in most cases. However, it may transform into an aggressive lymphoma with a Diffuse 

Large B-Cell Lymphoma (DLBCL) histology in 90% cases, called Richter Transformation (RT). RT is 

resistant to chemotherapies and associates with a dismal prognosis: the median overall survival is < 12 

months [1]. Most RT, but not all, derive from one of the preceding CLL clones (80% cases). Although 

multiple studies explored the genetic characteristics and the mechanisms involved in the transformation, 

none of the corresponding CLL histological and molecular features are currently usable to anticipate it. 

Moreover, discriminating between RT and de novo DLBCL is impossible without knowledge of the 

preceding CLL. This information is often missing, and to date, only a few classifiers of DNA 

methylation and gene expression data are available to infer the CLL origin of RT [2]. 

MiRNA (microRNA) are small epigenetic modifiers interfering with the translation process of 

many transcripts, including those involved in DNA accessibility and chromatin remodelling [3]. In 

CLL, deregulation of the miRnome, the omic layer quantifying every miRNA, and an overall disrupted 

epigenetic landscape have been observed, but few data are available at RT stage. The goals of this 

project are thus to explore RT miRnomes for further insights into the epigenetic mechanisms underlying 

the disease, improve existing classifiers discriminating RT from DLBCL, and predict outcome in CLL 

and in previously unclassified lymphomas. Here we will analyse more than 50 RT, CLL prone to RT 

and DLBCL miRnomes by small RNA-sequencing, perform differential and discriminating analyses, 

and integrate the data into a multi-omics setup covering other molecular layers available for these 

pathologies: coding and non-coding transcriptomes, overlapping proteomes and phosphoproteomes, 

DNA methylomes, exomes and copy-number variations [2,4,5]. To this aim, we are designing a specific 

miRNA-sequencing integrative pipeline encompassing a mixture of unsupervised methods (mixOmics) 

[6], deep-learning tools (custOmics) [7], and in-house approaches for paired and independent samples. 

 

References 

1. Rossi D, Spina V, Deambrogi C, et al. The genetics of Richter syndrome reveals disease heterogeneity and 

predicts survival after transformation. Blood. 2011;117(12):3391-3401. 

2. Broséus J, Hergalant S, Vogt J, et al. Molecular characterization of Richter syndrome identifies de novo 

diffuse large B-cell lymphomas with poor prognosis. Nat Commun. 2023;14(1):309. 2023. 

3. Treiber T, Treiber N, Meister G, Regulation of MicroRNA Biogenesis and Its Crosstalk with Other Cellular 

Pathways. Nat Rev Mol Cell Biol 2019, 20 (1), 5–20. 

4. Ferreira PG, Jares P, Rico D, et al. Transcriptome characterization by RNA sequencing identifies a major 

molecular and clinical subdivision in chronic lymphocytic leukemia. Genome Res. 2014;24(2):212-226.  
5. Kulis M, Merkel A, Heath S, et al. Whole-genome fingerprint of the DNA methylome during human B cell 

differentiation. Nat Genet. 2015;47(7):746-756. 
6. Rohart F, Gautier B, Singh A, Lê Cao KA. mixOmics: An R package for 'omics feature selection and multiple 

data integration. PLoS Comput Biol. 2017;13(11):e1005752. 

7. Benkirane H, Pradat Y, Michiels S, Cournède PH. CustOmics: A versatile deep-learning based strategy for 

multi-omics integration. PLoS Comput Biol. 2023;19(3):e1010921 

266



Poster 6

267



The Carbohydrate-Active enZyme database:

literature, functions, subfamilies and recent Python

scripts to update it

Matthieu Boulinguiez∗1 and Elodie Drula∗†1
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Résumé

Thirty years have elapsed since the emergence of the classification of carbohydrate-
active enzymes in sequence-based families that became the CAZy database and website
(www.cazy.org) over 20 years ago. In the era of large scale sequencing and high-throughput
Biology, it was important to examine the position of this specialist database that is still
deeply-rooted in human curation. The three primary tasks of the CAZy curators are (i) to
semi-manually annotate the modularity of daily released sequences (Genbank daily-nc); (ii)
to create novel families following literature discoveries and (iii) to capture any additional
functional characterization informing on the diversity of specificity in each family. In our
recent publication (Drula et al., 2022, NAR Database Issue), we summarized the increase in
novel families and annotations during the last eight years. We also presented major changes,
developed to facilitate taxonomic navigation (Krona charts) and the download of the entirety
of CAZy annotations. We also highlighted the considerable amount of work that accompa-
nies the capture of biochemical data from the literature. The survival of CAZy relied on
numerous collaborations with biological experts in the last decade, exploiting comparative
genomics analysis with CAZyme expertise. We notably invested important efforts in the
curation of fungal genomes from the 1KFG program (JGI), as well as in exploiting bacterial
operons termed Polysaccharide Utilization Loci (PUL). Some of these collaborations will be
highlighted, such as (i) the isofunctional but structurally/evolutionary distinct SusG proteins
in human gut Bacteroides (with the Koropatkin lab, University of Michigan, USA), or (ii)
the SYNBIOGAS project on landfill microbiomes (J. McDonalds, Bangor University, Wales)
in which new isolates were compared with reference genomes. The exploration of always
more genomes, among the diverse (quality of) genomes at NCBI, can be challenging. A
python script was implemented to rank candidate genomes by scaffolds, taxonomic diversity,
and putative CAZymes, prior to curation/integration in CAZy. Another script follows NCBI
taxonomy regular renaming of species, 12 per week during the past year, which can some-
times lead to the loss of information (notably strain details). Finally, reported functions in
CAZy follow the Enzyme Commision (EC) system, e.g. 3.2.1.21 for β-glucosidase, while we
frequently had to create a temporary/incomplete number to avoid awaiting for the EC, such
as 2.4.99.- for heptosyltransferase. A python script was written to watch the EC releases;
and detect CAZy temporary/incomplete numbers that would correspond.
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notation fonctionnelle de microbiomes

269



BIPAA, Bioinformatics Platform for the

Agroecosystems Arthropods.
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Résumé

BIPAA (BioInformatics Platform for the Agroecosystems Arthopods) (https://bipaa.genouest.org)
is a bioinformatics platform from the French National Institute for Agriculture, Food and
Environment (INRAE). It is located in Rennes (France) and is integrated in the GenOuest
infrastructure (https://www.genouest.org). It is dedicated to assist genomics and post-
genomics programs developed on insects associated to agroecosystems. More than seven
hundred users are currently listed on BIPAA.

#Data analysis. BIPAA is supporting a network of scientists from various french labs for
analyzing their genomics data. Depending on the needs, it implies the personal guidance
for developping scripts, running complex workflows on a computing cluster or on Galaxy
servers. We collaborate with many biology labs for computing and analyzing heterogeneous
data covering many bioinformatics topics such as genome assembly and annotation, expres-
sion analysis, non-coding RNA characterization, genomes comparison, variant identification,
or genomics and epigenomics data integration.

#Databases. BIPAA is the home of several public reference databases hosting multiple in-
sect genomes: AphidBase (for aphids), LepidoDB (for lepidopterans) and ParWaspDB (for
parasitöıd wasps). More than 40 genomes are currently available online. For each genome, a
collection of web applications allows to explore reference genome or transcriptome assemblies
and annotations (e.g. genome browser, gene reports), to analyze this data (e.g. dedicated
Galaxy server, specific web applications), and to collect new scientific knowledge (e.g. man-
ual curation of annotations using Apollo).

#Collaborations. Often in collaboration with the GenScale and Dyliss teams in INRIA/Irisa
in Rennes (France), BIPAA is engaged in various research programs involving bioinformatics
skills. For example, an user-friendly web application for integrating and querying hetero-
geneous data (AskOmics) or a tool for long non-coding RNA annotation (FEELnc) were
developped in this context. BIPAA is also associated with 3 national networks of INRAE :
BAPOA (Biologie Adaptative des Pucerons et Organismes Associés), ADALEP (Adaptation
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à l’environnement biotique chez les lépidoptères) and REacTION (Réseau d’échange sur les
mécanismes Épigénétiques qui façonnent les interacTIONs) networks. It is also involved in
international consortia or various insect genome sequencing projects like i5k, an initiative
to sequence the genomes of 5000 arthropods or ERGA (European Reference Genome Atlas)
project.

#Trainings. Moreover, frequent training sessions in partnership are organized with the
GenOuest bioinformatics platform or the BARIC (Bioinformatique pour l’Analyse, la Représentation
et Intégration de Connaissances) community of INRAE.

Mots-Clés: Arthropods, genomics, data analysis, databases, Galaxy, trainings
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Résumé

Pathogen surveillance and diagnostic methods are constantly evolving. Sequencing can
provide critical information to diagnose diseases and inform control and mitigation strategies
by identifying genetically distinct pathogen variants that may have different host reservoir
species or geographic distributions.
During the last decade, with the development of high throughput sequencing methods, ref-
erence laboratories and research groups studying marine mollusc diseases have advanced
considerably in sequencing-based analyses. However, data management is still unconven-
tional as the community lacks dedicated databases and tools, despite a considerable increase
in data volume.

We therefore developed a user-friendly web-platform, called MoPSeq-DB, which references
curated genomic data related to mollusc pathogens. It gives users opportunities to navigate
through data, interactively visualise genomic structure and variation, provide integrated
analysis tools, and allow to download data in various file formats. Since marine bivalve mol-
luscs can be affected by viral, bacterial and eukaryotic pathogens, MoPSeq-DB is designed
to be used with a large panel of genome particularities (e.g. size, architecture).

MoPSeq-DB, is an open-source tool based on the Python web-framework Django enabling
convenient and fast sequencing data exploration and visualisation in an intuitive and user-
friendly way, particularly for non-bioinformaticians. It has minimal hardware requirements
and is easy to install, host, and update.

While MoPSeq-DB folder structure enforces systematic yet flexible storage of genomic data
of bivalve mollusc pathogens, including associated metadata, the platform could easily be
declined to pathogens of any other organisms. The application can be deployed using a
Docker container, and runs on all modern browser engines (Firefox, Chrome, Safari).

Source code and documentation are available at https://gitlab.ifremer.fr/bioinfo/mopseq-
db.
A public web server will be online at: https://mopseq-db.ifremer.fr by mid 2023.
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Résumé

Protein-protein interactions (PPIs (1)) are crucial components of many biological path-
ways and are increasingly being targeted in drug discovery projects, particularly those aimed
at treating infectious diseases. However, developing drugs that aim to interact with PPIs is
a complex task that demands extensive effort to identify appropriate candidates and assess
their potential as therapeutic targets. This involves determining the role of PPIs in disease
pathways, characterizing them experimentally, and predicting their ability to interact with
other proteins or be modulated by drugs.

InDeep (2) is a tool that utilizes deep learning to predict functional binding sites within
proteins that could serve as binding sites for protein epitopes or future drugs. By leveraging
a curated dataset of PPIs, InDeep can make enhanced predictions of functional binding sites
on experimental structures and within molecular dynamics trajectories. Our benchmark-
ing results demonstrate that InDeep outperforms existing ligandable binding site predictors
when assessing PPI targets, as well as conventional targets. This tool therefore provides
new opportunities to assist drug design projects by identifying relevant binding pockets at
or near PPI interfaces.

To make InDeep more accessible, we have developed InDeepNet, a web application that
allows users to easily use InDeep on their own protein structures, molecular dynamics tra-
jectories, or on protein structures from public databases such as PDBe or the Alphafold2
repository. InDeepNet manage asynchronous InDeep calculation on a GPU Kubernetes clus-
ter, and offers advanced visualization and interaction capabilities for proteins and predicted
pockets by an original integration of Mol* (3) within a React interface. Additionally, In-
DeepNet offers a complete REST API implemented with the Django REST framework.

References

Rachel Torchet, Karen Druart, Luis Checa Ruano, Alexandra Moine-Franel, Hélène
Borges, Olivia Doppelt-Azeroual, Bryan Brancotte, Fabien Mareuil, Michael Nilges,
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Des domaines tels que la biologie des systèmes, la modélisation des réseaux ou l'analyse des données 
NGS constituent un véritable défi en termes de calcul scientifique. Dans un contexte de production de 
données de biologie marine à haut débit et de traçabilité des analyses, le développement d'une 
infrastructure de calcul scientifique est une étape essentielle pour la production de connaissances. 
 
La plateforme ABiMS (Analysis and Bioinformatics for Marine Science) de la Station biologique de 
Roscoff répond aux besoins des chercheurs et des chercheuses en biologie marine et, plus largement, 
des sciences de la vie. Créée en 2008, elle est l'une des plateformes nationales de l'Institut français de 
bioinformatique (IFB). Elle est également un Centre de Données et de Services in situ du pôle ODATIS, 
de l’infrastructure de recherche Data Terra. ABiMS fait partie du réseau IBISA et est membre du GIS 
BioGenouest. 
 
La plateforme met au service de la communauté une infrastructure de calcul et de stockage (2500 CPU 
, 2.5 Po), ainsi qu’une palette de compétences, un catalogue de services organisés autour de 5 activités 
: 

● Ingénierie logicielle : développement d’interfaces web couplées à des bases de données, 
centrées aussi bien sur des données de type séquence que sur des données d’observation 

● Gestion de données : FAIRisation ou accompagnement à la FAIRisation, mise en accès de 
jeux de données FAIRisées, publication de jeux de données DOIsés dans des entrepôts 
thématiques 

● Analyse bioinformatique : analyse de données (Assemblage et annotation de genome, 
transcriptomes, metagenomes etc, analyse de diversité ) , etc. 

● E-infrastructure : cluster de calcul, interfaces Galaxy, JBrowse, Apollo, R, espace de 
stockage ou outils bioinformatiques. Environnement pour l’analyse, l'annotation et 
l’hébergement de données de génomiques 

● Support : demande de support pour l'utilisation des ressources de la plateforme (logiciels, 
données, etc.) 

● Formation : formation aux méthodes et logiciels bioinformatiques 
 
Pour assurer la qualité de nos services, nous avons mis en place un système de gestion de la qualité basé 
sur la norme ISO 9001, qui a été initialement certifié en 2014 et qui est approuvé à la norme ISO 
9001:2015 depuis décembre 2017. 
Grâce à ses nombreuses interactions avec les unités de recherche et en tant que membre du Réseau 
national des ressources informatiques de l’IFB et en tant que centre de données et de service , ABiMS 
est impliquée dans de nombreux projets de recherche (une vingtaine par an), dont les impacts nationaux 
et européens concernent les activités de bioanalyse, de développement logiciel et d'e-infrastructures. 
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RNA sequencing (RNA-seq) is often used to elucidate the regulation of gene expression, as it provides an
in-depth view of transcribed RNAs and a relative quantification of each gene or transcript. However, several
studies  have found that variations  in RNA transcript levels  do not necessarily correlate well with protein
levels [1], suggesting that translation also plays a key role. To study the role of translation in regulating gene
expression, the translatome can be studied by selecting ribosome-bound RNAs, releasing ribosomes, and
then  sequencing  the  selected  population  of  RNAs  as  in  RNA-seq.  This  approach,  called  polysome
sequencing (POL-seq), is a census assay that provides relative expression levels of genes/transcripts during
translation.  Using  the  workflow manager  Snakemake  [2]  and  Conda [3]  environments,  we  developed a
bioinformatics pipeline to jointly analyze these transcriptome and translatome fractions.

To  promote  reusability  of  individual  steps,  we  propose  a  lightweight  wrapper  system  to  facilitate
interoperability on different hardware without requiring an Internet connection. Moreover, it preserves the
command inspection in Snakemake's dry-run mode.

This pipeline is divided into two parts for primary and secondary analysis. The primary analysis part
consists of 4 steps: i) quality control, ii) cleaning of the sequencing reads, iii) mapping of the reads to the
reference genome, and iv) counting of the mapped reads per gene. The secondary analysis part encapsulates
all statistical analyses to estimate the differential expression of genes and then perform functional enrichment
analyses (i.e. gene ontology and pathway databases).

For the statistical part, all samples are normalized together to avoid any comparison problems between
fractions. We then combine the comparisons of each fraction, visualized by a scatter plot, and filter the data
according to their transcriptional and translational expression levels. This allows us to classify differentially
expressed  mRNAs  into  eight  categories.  These  categories  represent  mRNAs  that  are  regulated  by
transcription  only,  by  translation  only,  or  by  both  transcription  and translation.  In  the  case  of  conjoint
regulations, we determine whether these regulations have combined or opposing effects.

We will illustrate this pipeline with results from a publication with our collaborators [4].
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Résumé

Abstract
Exploiting omic data has become a usual task within many medical and biological research
laboratories. Indeed the increasing number of technological platforms and their attached ser-
vices, the lessening of costs, and the publication of raw data impulse the creation of new
standards in analysis methodology. In this context, numerous efficient bioinformatics tools
are available to make preprocessing and generate raw data matrix. Typically, the follow-
ing step is the normalization that are, in a similar way, assists by numerous mathematical
methodologies available in programming or graphical ways. At this step, we usually must
deals with a numerical normalized matrix unballasted for technical device noise and ready to
make downstream analysis. Here, we define as ” bioanalysis ” finals analysis steps leading
to biological interpretation where results must be scaffolding by infographics integrated to sci-
entific literature data.

Currently, bioanalysis suffers do not have a simple, standardized and automatized workflows
to apply on a laptop for reproducible research at laboratory. In this context, we developed
moal (Multi Omic Analysis at Lab) (1) a R package including an easy-to-use omic function
in order to response to this lack.

Briefly, the workflow needs normalized data, statistical experimental design and symbol an-
notations. First, we apply quality control and unsupervised analysis on global data for all
input factors. Then we apply analysis of variance model and compute post hoc Tukey pair-
wise comparisons tests with biological sense and their combination pattern with fold-change.
After multiple test correction, the workflow filters the results using a threshold gradient on
fold-changes to make downstream analysis. All data subsets are used to generate venn and
cluster analysis. All created lists of significant features from all subset analysis are then used
for global functional analysis: MSigDB geneset (2) database is used for enrichment analysis
(canonical pathways, disease patterns, upstream regulators...), topGO (3) tools is used to
analyse ontological terms and interaction network are created using STRING DB(4).

To maintain a collaborative and transparent spirit in exploiting the results, we have cre-
ated a fruitful private-public partnership with ADLIN Science(5). This digital health-tech
company is developing an innovative solution for data management and multi-omics analysis.
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ADLIN platform promotes the open science initiative, following fair principles to guarantee
the security and traceability of scientific research. ADLIN workspace is a user-friendly, in-
tegrated environment that assists and guides the user in building and managing projects with
different levels of complexity. Individual modules facilitate a wide range of tasks, such as
data structuration, bioinformatics analysis, etc., carried out in parallel.
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Le CRefIX (Centre de Référence, d’Innovation, d’eXpertise et de transfert) est l’une des trois structures clés 

du plan France Médecine Génomique 2025 avec les plateformes de séquençage et le collecteur analyseur de 

données, visant à déployer l’analyse génomique dans l’offre de soins. Il a pour missions : 

1) d’établir des référentiels et standards biologiques et bio-informatiques, nécessaires à assurer la 

reproductibilité et l’interopérabilité des données ;  

2) de stimuler l'innovation et d’accélérer le transfert technologique en lien avec le tissu industriel ; 

3) de participer au développement d’une filière industrielle nationale en médecine génomique. 

Créé début 2019 comme une Unité Mixte de Service (US39) associant le CEA, l’INSERM et l’INRIA, le 

CRefIX est hébergé au Centre National de Recherche en Génomique Humaine (CNRGH) au sein de la 

Genopole d’Évry. Il est doté d’une plateforme test reflétant l’ensemble des équipements utilisés dans les 

plateformes de production de séquençage diagnostique du plan (Novaseq 6000, …), permettant ainsi un 

transfert optimum, du CRefIX vers les plateformes, des technologies développées ou évaluées. 

Le CRefIX répond à des questions scientifiques et techniques du plan en émettant des recommandations, 

propose des projets innovants pour anticiper les besoins de la médecine génomique et assure une veille 

technologique pour évaluer toute amélioration disponible : 

• Il a initié des projets de R&D, notamment avec le plan génomique anglais, Genomics England, sur 

l’apport du séquençage longue lecture pour l’augmentation du taux diagnostique via l’analyse des variants 

structuraux impliqués, par exemple, dans certains cancers ou maladies rares comme la déficience intellectuelle.  

• Le développement de nouveaux matériels de référence biologiques en oncologie est également un 

projet de cette collaboration internationale. 

• L’évaluation d’un nouveau kit WGS PCR free, réduisant la quantité d’ADN de départ, avant le 

déploiement sur les plateformes (intérêt majeur pour les microbiopsies en oncopédiatrie) a été réalisée. 

• Actuellement, seules les biopsies tumorales cryopréservées sont inclues dans le plan. L’introduction 

de tissus tumoraux fixés dans du formol (FFPE) est en cours de mise en place sur les plateformes. Le formol 

a un impact sur l’ADN/ARN et donc sur la fiabilité des résultats de séquençage. Le CRefIX a mené des travaux 

sur l’impact des protocoles d’extraction et de préparation de librairies sur les résultats de séquençage ainsi que 

sur l’apport de traitements bio-informatiques sur ces données contenant des artefacts causés par le formol. 

• Concernant les projets collaboratifs public-privé, le CRefIX s’est rapproché d’un consortium 

regroupant entreprises de biotechnologie et d’informatique pour étudier la mise en place d’un workflow pour 

le suivi de patients cancéreux à partir de l’analyse de l’ADN tumoral circulant provenant de biopsies liquides. 

• Egalement, un projet d’évaluation de séquenceurs de la technologie MGI a démarré fin 2021. 

Ainsi, le poster se focalisera sur des réalisations concrètes menées par le CRefIX dans le cadre de ses 

missions de R&D et d’innovation pour le plan FMG2025. 

Le CRefIX bénéficie d’une aide financière du PIA-ANR dans le cadre du plan France 2030 pour réaliser 

ses missions (ANR-18-INBS-0001).  
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5 Nantes Université, École Centrale Nantes, CNRS, LS2N, UMR 6004, F-44000 Nantes,
France

6 Université de Rennes, Inria, CNRS, IRISA - UMR 6074, F-35000 Rennes, France

7 Nantes Université, CNRS, INSERM, Institut du Thorax, 8 quai Moncousu, Nantes F-44000,
France

8 Institute for Pharmacy and Molecular Biotechnology & BioQuant, University Heidelberg,
69120 Heidelberg, Germany

9 Centre de Recherche en Cancerologie de Marseille (CRCM); CNRS, Aix Marseille Univ,
INSERM, Institut Paoli-Calmettes, Marseille, France

10 Plateforme Bilille, Université de Lille, CNRS, Inserm, CHU Lille, Institut Pasteur de
Lille UAR 2014 - US41 - PLBS, F-59000 Lille, France

11 Université Paris-Saclay, INRAE, MaIAGE, 78350 Jouy-en-Josas, France

Corresponding Author: lucie.khamvongsa-charbonnier@france-bioinformatique.fr

The French Institute of Bioinformatics (IFB) is the National Bioinformatics Infrastructure that provides
support, deploys services, organises training and carries out innovative developments for the life science
communities. According to our inquiries targeting life scientists and bioinformaticians, almost all teams and
units express the need for training. The most requested skills are related to NGS analysis, biostatistics and
data analysis (including machine learning and AI), and bioinformatics skills, especially related to the recent
field of integrative bioinformatics.

In this poster we will present a new IFB training school named ETBII that has been designed in 2022 to
enhance integrative bioinformatics skills at the national level and fill gaps in the existing french training
activity landscape. The first edition took place in January 2023 in Fréjus (France) with a double objective: (i)
the enhancement of bioinformaticians theoretical and practical skills, (ii) the development of shared training
material on this topic. The target audience of this first edition was mainly bioinformaticians from IFB
platforms and teams wishing to improve their knowledge and skills on this subject and to contribute to the
constitution of pedagogical material in order to deliver future training sessions on this theme (“train the
trainers'' approach). The poster will present the content and organisation of the ETBII first training session,
with a specific focus on difficulties related to this topic and innovative pedagogical aspects deployed during
this first session. We will also present future projects and actions related to the development of training
resources in integrative bioinformatics, both in France and in other Elixir platforms.

The Institut Français de Bioinformatique (IFB) is funded by the Programme d’Investissements d’Avenir (PIA), grant
Agence Nationale de la Recherche number ANR-11-INBS-0013

Heterogeneous data integration; Knowledge representation; Semantic web; Functioning of complex
biological systems; Multiscale analysis and modelling; Multivariate analysis; Dimension reduction; Data
integration; Cluster; Cloud;
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INRAE PROSE has coordinated the development of DeepOmics [1], an information system dedi-
cated to meta-omics datasets in the field of environmental biotechnology. DeepOmics offers the possi-
bility to upload, query and export 16S metabarcoding data from several environmental biotechnologies,
together with many relevant associated metadata, especially regarding operating conditions and process
design. To date, DeepOmics has all the data and metadata necessary for submission of the datasets to
international repositories such as the European Nucleotide Archive (ENA) [2], but submission remains
a manual and rather complex process.

In collaboration with the French Institute of Bioinformatics (IFB), we designed and developed a R-
shiny [3] plug-in application, DeepOmics Submission, to prepare and automate raw sequencing data
submission to the ENA. We will also guarantee the quality of the associated metadata by an IFB data
brokering application prototype. This tool will promote the sharing and publication of environmental
meta-omics datasets in agreement with open science and FAIR data principles.
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To follow the FAIR principles (Findable, Accessible, Interoperable, Reusable) [1], research data must open 

up to the world, which is a prerequisite for publishing articles in peer-reviewed journals. Depending on their 

nature and source, several open public repositories can host and publish research data. In the specific case of 

sequencing data, the International Nucleotide Sequence Database Collaboration (INSDC) coordinates and 

synchronizes three dedicated repositories DDBJ-DRA (Japan), EMBL-EBI-ENA (UK), and NCBI-SRA 

(USA) that offer free and open access to raw reads, alignments, assemblies and functional annotation.  

Raw reads submission to ENA can be done using three different procedures: interactive filling out of web 

forms and data upload; use of Webin-CLI command-line program [2] or entire programmatic submission using 

XML files and cURL (or equivalent) protocol. For researchers, following these procedures appears time-

consuming, unclear for the uninitiated, and difficult to handle. Moreover, although minimal metadata standards 

are required upon submission, they are far from sufficient to FAIRly describe a sequencing dataset. To help 

researchers with data submission, i.e. data brokering (in others words the act of submitting data on behalf of 

another person), few initiatives have been developed so far. The easy-to-use interfaced Galaxy ENA Upload 

tool [3] and the suite of Python scripts ena-submit tool [4] facilitate the submission to ENA from an Excel 

metadata template, but lack of portability and metadata validation before submission. 

Here we present athENA, a data brokering command-line pipeline inspired by ena-submit tool, which 

provides i) an extended Excel metadata template composed of 6 thematic sheets in compliance with ENA 

metadata model, using drop-downs lists to help filling out fields based on controlled vocabulary, ii) checking 

that enough metadata is filled in according to selected thematic sample checklist, numeric/date fields format 

control ; iii) file conversion from Excel to one XML file per ENA metadata objects : study, sample, experiment, 

run ; iv) secure parallel upload of raw sequencing reads to ENA FTP server and v) programmatic submission 

of XML objects to ENA test or production server with 2-year maximum embargo. The 3 main steps of the 

pipeline execution, 1) XML generation and validation, 2) data upload, 3) object submission, can be run 

independently if needed. For step 3, user selects the best-suited submission action: VALIDATE (checks object 

conformity without actually submitting them), ADD (adds a new object) or MODIFY (modifies a pre-existing 

object).  

athENA is a free and open source pipeline [5], optimized to run on High Performance Computing clusters. 

It requires Nextflow DSL2 and one of the following tools: Conda, Singularity, Docker. In addition, data 

brokering using athENA requires a prior registration to ENA to get a broker account. athENA is currently used 

routinely by the SeBiMER, to publish sequencing data in behalf of Ifremer research teams. Ongoing 

developments include procedure to submit individual and Metagenome-Assembled Genome assemblies to 

ENA. 
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Résumé

Core facilities aim to give their users access to the newest technologies and scientific
methods, which appear and evolve rapidly. Since its creation in 2010, the mission of the
I2BC next-generation sequencing facility (PSI2BC) is to provide the scientific community,
whether academic or industrial, with services and support in the domain
of high throughput sequencing and its applications in functional genomics and transcrip-
tomics. We present an overview of our most recent collaborations for the detection of direct
RNA modifications, based on Nanopore Technologie (ONT).

The field of epitranscriptomics has evolved significantly in recent years, as evidenced by
the development and publication of numerous modification detection software. Exploiting
various aspects of ONT sequencing data, i.e. electrical signal or base calling errors, the use
of these tools alone is unfortunately not sufficient to validate the
modified positions. For this reason, we conducted, different tests on known data sets before
using them in our projects.

Here we present the results of our tests on the different datasets as well as the outcome
of two collaborations relating to viral RNA and tRNA sequencing. According to our results,
these tools should be used with caution due to the high number of false positives and to the
complexity of the effects of RNA modifications on direct RNA nanopore sequencing, and
require adequate experimental validation.
Acknowledgements
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The gut microbiome plays an essential role in human health, and machine learning algorithms have been
pivotal in the identification of microbial biomarkers associated to different disease conditions. However,
most  of  these  algorithms  behave  as  “black-boxes”  -  results  of  the  predictions  are  difficult  to  interpret
biologically,  while  interpretability  remains  essential  for  their  clinical  use  in  the  context  of  precision
medicine.  Predomics [1] is  an R package that  combines both state-of-the-art-methods (SOTA) including
random forest, GLMNET and support vector machines (SVM) with an ecosystem inspired family of models
(Bin/Ter/Ratio models) that provide accurate predictive signatures with unprecedented interpretability. To
facilitate  their  usage  for  non-computational  scientists,  a  Shiny  application  has  been  developed.  This
application is  user-friendly and flexible  according to  user  requirements,  allowing to easily  upload data,
launch experiments and explore results with a simple interface. This application is based on projects created
by the user that are data-driven : a project is linked to the data that will be imported in it. This data can then
be explored or filtered. Various experiments can then be run with various algorithms and parameters. The app
can then automatically build and store interpretable and robust predictive models for microbiome binary
classification tasks. This allows users to explore signatures built on different multi-omics spaces with a rich
set of graphical panels for result visualization. The best models and their composition are easily accessible,
but it is also possible for the user to compare the family of best models, explore their composition or even
focus on a single specific model. With PredomicsApp, we hope to grant  to bioinformaticians an easy access
to powerful interpretable models.
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Abstract
Red algae are of interest for a number of aspects, including their life cycles and reproductive biology, as

domesticated and cultivated species, as invasive species, and for their characteristic cell walls. The
Rhodoexplorer project [1] aims to explore the evolution of biological complexity in the red algae through the
establishment of a multi-scale genomic data resource for the red algae, including public data and new
sequenced and annotated genomes. The Rhodoexplorer project involves an international consortium
including partners at the Max Planck Institute (MPI) in Tübingen (Germany), the Roscoff Biological Station
(France), the University of Sao Paulo (Brazil), Universidad Austral de Chile (Chile), the University of
Alabama at Birmingham (USA), the University of Charleston (USA), GEOMAR, Kiel (Germany) and the
University of Oldenburg (Germany).

The ABiMS platform has developed a new web portal (https://rhodoexplorer.sb-roscoff.fr) to house the
annotated genome sequences and associated resources, including genome browsers; information about the
sequenced strains; assembly and annotation metrics; data download facilities; and BLAST facilities. In the
context of other local genome portal projects, and of the European Reference Genome Atlas project, in
partnership with two other Breton bioinformatics platforms, we are setting up an automated, modular, and
FAIR system for the provision, visualization and processing of large-scale genome data: the BEAURIS
pipeline (https://gitlab.com/beaur1s/beauris) [2].
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The Migale bioinformatics facility is a team of INRAE’s MaIAGE research unit (Applied Mathematics and 
Computer Science, from Genome to the Environment). It has been providing services to the life sciences 
community since 2003. 

Migale is an open platform, that offers four types of services ; 

· an open infrastructure dedicated to life sciences data processing, 

· dissemination of expertise in bioinformatics, 

· design and development of bioinformatics applications, 

· text mining, genomic, metagenomic and metatranscriptomic analysis. 

Migale is part of the French Institute of Bioinformatics (IFB) and France Génomique projects. It has an 
ISO9001 certification and  is also one of the four platforms which compose BioinfOmics, the national Research 
Infrastructure in bioinformatics of INRAE. 

The poster will illustrate the platform services with examples chosen from various projects achieved this year 
or having recently started such as  “Grand Défi Ferments du Futur”, in which Migale coordinates the 
development of a data warehouse to gather all information on microorganisms and microbial consortia 
involved in food fermentation. 

 
A complete description of Migale facility’s service offer is available on its website : https://migale.inrae.fr 
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L’écosystème Recherche Data Gouv a été pensé et créé par le Ministère de l’Enseignement Supérieur et de la 

Recherche comme un dispositif d’accompagnement de la communauté scientifique pour le partage et l’ouver-

ture des données de la recherche. Il s’agit de soutenir les équipes de recherche dans leur travail de structuration 

des données pour les rendre conformes aux principes “FAIR” :  Faciles à trouver, Accessibles, Interopérables, 

Réutilisables. Cet écosystème comporte plusieurs composantes : trois modules d’accompagnement des équipes 

de recherche : ateliers de la donnée, centres de référence thématiques, et centres de ressources, et deux 

modules pour déposer, publier et signaler des données : un entrepôt de données national et un catalogue pour 

rechercher les données publiées sur l'entrepôt ou sur des entrepôts externes.  
En 2022, l'Institut Français de Bioinformatique (IFB) a été sollicité pour constituer le premier Centre Référence 

Thématique (CRT) dans le domaine de la biologie et de la santé. Cette notification s'accompagne de deux 

objectifs principaux. 1) Animation de l'ensemble des communautés biologie-santé, afin de définir les standards 

de FAIRisation : métadonnées minimales, vocabulaires contrôlés ou ontologies, entrepôts recommandés, etc.  

ainsi que mise à disposition d’un référentiel de bonnes pratiques et de formations en science ouverte dans les 

domaines biologie-santé. 2) Développement ou recommandation d’outils stratégiques pour aider à gérer les 

données et leurs métadonnées tout au long de leur cycle de vie, en proposant des exemples d’utilisation et des 

synergies d’usage. 

    Pour répondre au premier objectif, l'IFB a suscité l’émergence d’un groupe de travail “Données de la Re-

cherche” au sein de l'ensemble des Infrastructures Nationales en Biologie et Santé (club des INBS). Ce groupe 

travaillera à construire un panorama des types de données de recherche en biologie-santé, qui sera étayé par la 

collecte des standards et normes utilisés ou recommandés par les communautés scientifiques représentées dans 

les INBS. L’étendue des bonnes pratiques ainsi recensées dépendra de l’avancée de chaque domaine dans la 

mise en œuvre des principes FAIR et de la science ouverte. Par ailleurs, l’IFB est déjà impliqué dans plusieurs 

formations relatives à la FAIRisation des données, qui feront partie du référentiel de bonnes pratiques et de 

formations élaborées par le CRT biologie-santé (en lien avec le centre de ressources DoRANum). 
    En ce qui concerne le deuxième objectif, l’IFB s’appuie sur un ensemble de développements initiés en in-

terne et dans le cadre de projets de recherche (MuDIS4LS, CONVERGE). Quelques exemples : l’outil FAIR-

Checker d’évaluation automatique de pages web pour le respect des principes FAIR, la spécialisation des plans 

de gestion de données (PGD) sous forme de modèles propres à telle ou telle infrastructure (en lien avec le 

centre de ressources OPiDoR), la valorisation des PGD en les rendant actionnables par des programmes, un 

outil de courtage de données (METARK) pour faciliter et fluidifier des dépôts de données et métadonnées 

FAIR dans les entrepôts nationaux ou internationaux, le tableau de bord OpenLink qui propose une vue d'en-

semble des données et outils associés à chaque projet de recherche, depuis le PGD jusqu'aux entrepôts, en 

passant par le cahier de laboratoire électronique et l'ensemble des solutions de stockage utilisés couramment 

par les chercheurs. Ces outils seront mis à disposition des équipes de recherche, ainsi que possiblement d’autres 

outils existants déjà adoptés par certaines communautés. 

L’invitation à constituer le premier CRT biologie-santé dans l’écosystème Recherche Data Gouv est une re-

connaissance de l’implication de l’IFB et de l’ensemble de ses plateformes pour la science ouverte, notamment 

à travers les formations et les projets. La position de l’IFB comme nœud français du réseau européen des 

plateformes de bioinformatique ELIXIR lui permettra aussi de contribuer à la dimension européenne du CRT 

biologie-santé, appelé à se positionner au sein de la coordination européenne pour la science ouverte (EOSC).  
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RGB: the Guadeloupean Network of CRBs

Stanie Gaete∗1, Damien Meyer , Michel Naves , Nilda Paulo De La Reberdiere∗ ,
Dominique Dessauw , Yoanna Faure , Marie Umber , and Jacqueline Deloumeaux

1CHU de la Guadeloupe – Guadeloupe

Résumé

Guadeloupe is the only French overseas territory with biological resource centers (BRCs)
representing 4 different kingdoms (Micro-organisms and Vectors, Plants, Animals and Hu-
mans). Initiated as early as 2006, these BRCs have federated around the project to create
the Guadeloupe BRC Network (GBR) proposed by Karubiotec™ in 2021. This network aims
to improve the visibility of local BRCs in the research projects carried out thanks to the
biological resource collections they make available. It is the guarantee of the biodiversity of
the island’s genetic heritage and allows Guadeloupean researchers to be a force of proposal in
the submission of multi-thematic projects. It is consistent with the national desire to develop
biobanks (Health Innovation Plan 2030) and with the ”One Health” research axis (ERDF
PO 2021-2027). Communication on the activities of local BRCs to professionals, scientists,
the educational world and the public is essential for a better understanding of the world
of BRCs, international research issues and interactions between the different environments.
The emergence of new infections in various kingdoms recently demonstrates the need for a
global approach. The RGB has essential assets for increasing the awareness of research con-
sortia to multi-thematic approaches based on these structuring tools, which have technical
know-how and scientific expertise, combined with ethical and regulatory knowledge. The
professionalization of Guadeloupe’s BRCs is a proof of quality and a criterion of respect for
the ethics of the heritage of which they are guardians.

Mots-Clés: Biological Cessource Centers, Karubiotec, Mivec, Carare, Tropical plants, earthly king-

dom.

∗Intervenant
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MERIT : réseau MetiER en bIoinformaTique
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2 MaIAGE team, INRAE, Jouy en Josas - Paris
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6 Bilille bioinformatics platform, PLBS, CNRS – INSB, Lille
7 Institut Français de Bioinformatique, CNRS UMS 3601, France

 
Corresponding Author: vincent.lefort@lirmm.fr

L’évolution des technologies d’acquisition de données en sciences du vivant génère une avalanche de
données. Les métiers permettant de gérer, traiter et analyser ces données représentent aujourd’hui un enjeu
primordial. Le métier de bioinformaticien·ne est intrinsèquement interdisciplinaire. Les ingénieur·e·s du
domaine dépendent de la Branche d’Activité Professionnelle des sciences du vivant, de la terre et de
l’environnement (BAP A) ou de celle de l’informatique, statistiques et calcul scientifique (BAP E) mais les
activités des bioinformaticien·ne·s peuvent emprunter une grande diversité d’emploi-types qui reflète le
contexte interdisciplinaire dans lequel le métier s’exerce et les nombreuses thématiques scientifiques
abordées.

La communauté doit faire face à l’évolution technologique rapide, les ingénieur·e·s bioinformaticien·ne·s ont
régulièrement besoin de se former. Par ailleurs, pour rompre leur isolement thématique, les ingénieur·e·s
bioinformaticien·ne·s ont besoin de lieux d’échanges leur permettant de se rencontrer et de partager leurs
expertises.

Nous sommes donc heureux de vous annoncer la création d'un réseau MétiER en bIoinformaTique (MERIT:
https://merit.cnrs.fr/). Ce réseau est ouvert à l'ensemble des personnels, de toutes les tutelles, intéressés par
les animations métier en ingénierie bioinformatique (ingénieur·e·s, chercheur·euse·s). Le réseau MERIT a
pour but de fédérer cette communauté afin de participer au maintien et au développement des compétences et
de limiter l'isolement professionnel. Les actions proposées ont pour objectifs d’assurer une veille
technologique grâce à la création de groupes de travail, d’organiser des formations et de travailler à la
reconnaissance du métier de bioinformaticien·e et des problématiques liées à l’interdisciplinarité.

Ce nouveau réseau métier s'est créé grâce à l'INSB et l'INS2I, et avec le soutien de l'INEE, l'INC, la SFBI et
l'IFB. Les activités du réseau sont envisagées en concertation avec les autres acteurs nationaux (IFB,
AVIESAN,…). Les actions communes en partenariat sont privilégiées.
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Ferments du Futur : une plateforme unique en Europe qui entend accélérer la 
recherche et l’innovation sur les ferments, les aliments fermentés et la 

biopréservation dans les 10 prochaines années 
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Avec l’augmentation des risques environnementaux et climatiques, les attentes sociétales en termes 
d’alimentation ont radicalement changé vers une alimentation plus sûre, plus saine, plus durable. Les modes 
de consommation ont évolué vers une baisse de la consommation de protéines animales en faveur de protéines 
végétales et des exigences plus aigües des consommateurs (plus de naturalité, de durabilité, mais également 
de goût, de plaisir, de bien-être, voire de bénéfice santé). Les aliments et boissons fermentés, par l’action de 
champignons et/ou bactéries, permettent de transformer la matière première et d’apporter de nouvelles 
propriétés organoleptiques et/ou de conservation. De plus, ils sont une source de micro-organismes vivants et 
peuvent être un levier dans la modulation de l’écosystème environnement/hôte/microbiote intestinal. C’est 
dans ce contexte que s’est lancé à l’automne 2022 Ferments du Futur (FF), soutenu à hauteur de 48,3 M€ par 
France 2030 [1]. FF entend accélérer dans les 10 ans à venir la recherche et l’innovation sur les ferments, les 
aliments fermentés et la biopréservation.  
 
Pour se faire, FF a réuni un écosystème paritaire public/privé, composé à ce jour de 37 partenaires réunissant 
des établissements d’enseignement supérieur et de recherche et des partenaires industriels dans le domaine des 
ferments et des aliments fermentés. Cet écosystème va s’appuyer sur des capacités de pointe pour lever les 
verrous scientifiques et technologiques, grâce à une entité unique, distribuée sur plusieurs sites : une plateforme 
technologique distribuée au sein de sept unités de recherche INRAE (MaIAGE, MGP, Micalis, SayFood, SPO, 
STLO, UMRF) spécialisées en microbiologie, procédés, bioinformatique et une plateforme d’innovation 
installée sur la plateau de Saclay et dotée de plateaux de criblage, fermentation et prototypage d’aliments 
fermentés. En s’appuyant sur l’Intelligence Artificielle et la Science des données, FF vise à développer des 
ferments et des produits fermentés innovants, répondant à des fonctionnalités précises, à travers la conception 
rationnelle de consortia microbiens issus de la biodiversité naturelle et des procédés de fermentation optimisés. 
Centré sur l’alimentation humaine, FF pourra s’étendre progressivement vers d’autres secteurs comme 
l’alimentation animale, la santé, l’agriculture ou l’environnement.  
 
Cette plateforme, unique en Europe, grandira progressivement pendant l’année 2023. Tous les laboratoires 
publics français qui souhaitent participer à cette dynamique et à cet écosystème peuvent candidater aux appels 
à projets précompétitifs annuels. FF entend également développer des formations pour accompagner le 
développement des capacités de fermentation, notamment au niveau industriel.  
 
La platefome bioinformatique Migale coordonne le développement informatique de l’entrepôt de données de 
FF visant à rassembler toutes les informations sur les micro-organismes et les consortia microbiens pouvant 
intervenir dans la fermentation des aliments. Ces données sont de nature variée --- omiques, phénotypiques, 
capacités métaboliques, etc. --- et alimenteront les approches prédictives développées dans le projet pour la 
conception de nouveaux aliments fermentés.  
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ABSTRACT
To what extent does the Lived Environment exacerbate the prevalence of certain diseases? 

This research project seeks to investigate the impact of the lived environment exposome on the prevalence
of certain diseases in the Caribbean region. The primary objective is to bridge the research capacity gap in
diagnostics, exposome, and bioinformatics specific to the Caribbean. Through a participatory research and
action methodology, which features diverse means of communication (including blogs, WhatsApp group,
etc)  the  project  will  recruit  and  train  medical  students  and  health  professionals.  It  will  also  create
opportunities for exchanges and discussions on selected topics, facilitating the development of research and
focus groups in areas of regional and personal interests.

The  project  aims  to  compile  the  research  findings  into  a  white  paper,  along  with  other  publication
opportunities. By doing so, it aims to raise awareness and attract investment for further research and capacity
building  in  the  Caribbean.  The  goal  is  to  address  the  research  capacity  gap  effectively  and  enhance
understanding and capabilities to propose measures to mitigate these health factors.

In summary, this research project focuses on exploring the extent to which the exposome exacerbates the
prevalence of specific diseases in the Caribbean. Through recruitment, training, and participatory research,
the project aims to bridge the research capacity gap and generate valuable insights for mitigating these health
factors. The findings will be compiled into a white paper and other publications to promote awareness and
attract investment, ultimately fostering further research and capacity building in the Caribbean region. 

Executive Summary
1. Introduction and Objective:

This executive summary details a research project that aims to investigate the impact of the 
lived environment exposome on the prevalence of certain disease in the Caribbean, while 
also addressing research gap capacity and scientist representation from the region, 
specifically within the context of computational biology, exposome analysis and diagnostics.

2. Participatory Research Methodology: 
Through participatory efforts, the project will engage health practitioners to participate in 
dialogue, literature reviews, surveys, and questionnaires to help identify topics of concerns 
for focused activities. Blogs, Interviews and other materials will be communicated through 
using diverse communication tools, such as Twitter, WhatsApp and Facebook. Ultimately, 
diverse set of focus areas of inquiry will emerge. The project seeks to encourage open 
science publication and public discussions.  

3. Compilation of Research Findings: 
The project aims to compile the research findings into a comprehensive white paper, 
supplemented by other publication opportunities. By disseminating the results, the project 
seeks to raise awareness about the significant impact of the exposome on disease prevalence 
in the Caribbean. Additionally, it is hoped that these efforts can attract investment for further
research and capacity building efforts in the region.

4. Addressing the Research Capacity Gap: 
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The overarching goal of this research project is to effectively address the research capacity 
gap and enhance understanding and capabilities in diagnosing and mitigating the adverse 
health factors associated with the lived environment exposome. By leveraging recruitment, 
training, and participatory research, the project aims to generate valuable insights that can 
inform measures and interventions aimed at reducing disease prevalence in the Caribbean.

5. Stakeholder Engagement and Awareness: 
Through the compilation of research findings, the project aims to raise awareness among 
various stakeholders, including researchers, policymakers, and the general public.  

6. Conclusion and Overall Impact: 
In conclusion, this research project focuses on investigating the extent to which the lived 
environment exposome exacerbates the prevalence of specific diseases in the Caribbean. By 
actively involving diverse stakeholders, bridging the research capacity gap, and compiling 
research findings into accessible publications, the project aims to promote awareness, attract 
investment, and foster continued research and capacity building efforts in the Caribbean to 
mitigate the adverse health factors associated with the lived environment.
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Arzul, Isabelle, 272
Aschard, Hugues, 160
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Dugourd, Aurélien, 29
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Flores, Raphaël-Gauthier, 212
Flot, Jean-Francois, 124
Fodil, Mostefa, 221
Fontanille, Emmanuelle
Fontrodona, Nicolas, 140
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Gruel, Gaëlle, 162, 253
Guedon, Emmanuel, 250
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Mandier, Céline, 277
Mandonnet, Nathalie, 236
Mantelin, Sophie, 259
Marbehan, Xavier, 250
Marcelino, Isabel, 214
Marchais, Antonin, 150
Marchal, Pierre
Marcovich, Gauthier
Marechaux, Angélique
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Martin, Véronique, 287
Martinez Noriega, Mariana
Martinez-Noriega, Mariana, 222
Massau, Karine, 136, 184
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Plaza Oñate, Florian, 219
Plenecassagnes, Julien
Plocoste, Thomas, 195
Plomion, Christophe, 182
Plumain, Didier, 251
Pochon, Mathis, 259
Polit, Lélia
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